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#### Abstract

We present here some details of our implementation of Wavelet-Galerkin method for Poisson equation in C language parallelized by POSIX threads library and show its performance in dimensions $d \in\{3,4,5\}$.


## 1. Introduction

Due to storage requirements and computational complexity, the approximate solution of PDEs computed by standard numerical methods is usually limited to problems with up to three or fourth dimensions. However in mathematical modeling, there is a lot of problems which involve more than three or four dimensions. For example, the pricing of financial derivatives, problems in quantum mechanics and particle physics. Here, the dimension grows with the number of considered derivatives, electrons or nuclei. An important issue for numerical methods for higher-dimensional PDEs is that typical domains are usually hypercubes. And it is well-known, that the curse of dimensionality can be broken on tensor product domain $(0,1)^{d}$ by using sparse grids [1] or by wavelets [5].

To use wavelets efficiently to solve PDEs, it is necessary to have very efficient matrix-vector multiplication for vectors and matrices in wavelet coordinates and to have at one's disposal suitable wavelet bases. Wavelets should have short supports and vanishing moments, be smooth and known in closed form, and a corresponding wavelet basis should be well-conditioned.

In [5], authors were able to solve Poisson equation up to 10 dimensions by applying an adaptive wavelet scheme with orthonormal continuous piecewise linear multiwavelets proposed in [6]. They exploited the fact that the corresponding stiffness matrices are in tensor product wavelet coordinates well-conditioned independently on the dimension. Their approximations converged in energy norm with the same rate as the best $N$-term approximations independent of $d$ with the cost of producing these approximations proportional to their length up to a constant factor growing potentially with the dimension, but only linearly.

We try to improve results obtained in [5] by applying higher order wavelet basis. In recent years, several promising constructions of wavelets were proposed. We mention, for example, a construction of spline-wavelet bases on the interval proposed in [2]. Their bases are compactly supported and generate multiresolution analyses on the unit interval with the desired numbers of vanishing wavelet moments for primal and dual wavelets. Moreover, the condition number of interval spline-wavelet bases is close to the condition number of the spline wavelet bases on the real line for bases up to order 4. In our contribution, we use recently proposed wavelets based on quadratic splines [3] which have shorter supports and are better conditioned. It is a modification of basis proposed in [4] with an improved condition number. Some preliminary results were already presented in [7]. There, a sequential algorithm was used to solve Poisson equation for $d \in\{2,3\}$.

## 2. Problem formulation

We solve Dirichlet problem

$$
\begin{aligned}
-\sum_{i=1}^{d} \frac{\partial^{2} u}{\partial x_{i}^{2}} & =f & & x \in \Omega=(0,1)^{d} \\
u & =0 & & x \in \partial \Omega
\end{aligned}
$$

by Galerkin method. Basis functions are wavelets based on quadratic splines proposed in [3] extended to higher dimensions by tensor product. Stiffness matrices are computed exactly. Used quadratic splines have points of discontinuity at $\frac{1}{2^{L}}, \frac{2}{2^{L}}, \ldots, \frac{2^{L}-1}{2^{L}}$ where $L$ denotes the number of decomposition levels. Right-hand side integrals are calculated by adaptive Simpson rule. We split integration to hypercubes of size $\left(2^{-L}\right)^{d}$ which enables efficient parallelization. We solve the arising system of linear algebraic equations originated from discretization by the conjugate gradient method with standard wavelet preconditioning consisting in normalizing all basis functions with respect to a bilinear form corresponding to stiffness matrix. It practically means that the stiffness matrix is multiplied from both sides by a diagonal matrix which has at its diagonal square root of diagonal elements of the original stiffness matrix.

We aim at an efficient implementation of adaptive wavelet methods for higher dimensional problems. For this purpose it is necessary to implement an efficient storage of sparse vectors and sparse matrices in wavelet coordinates and their efficient multiplication. We have so far implemented an efficient algorithm for matrix-vector multiplication in the case $d=1$ and because stiffness matrices for Poisson equation in higher dimensions are computed from the stiffness matrices for Poisson equation in one dimension and from matrices of scalar products of basis functions in one dimension, we apply it here also for $d \in\{3,4,5\}$. Here, we present a non-adaptive implementation. It means that we choose a number of levels $L$ and a dimension $d$ which leads to $2^{L d}$ basis functions.

## 3. Implementation and parallelization

In next subsections, we shortly describe some implementation details - a computation of right-hand side integrals and a multiplication of vector by stiffness matrix.

### 3.1. Computation of right-hand side integrals

Right-hand side integrals are in the form

$$
\begin{equation*}
\int_{(0,1)^{d}} \psi_{i_{1}}\left(x_{1}\right) \ldots \psi_{i_{d}}\left(x_{d}\right) f\left(x_{1} \ldots x_{d}\right) \mathrm{d} x_{1} \ldots \mathrm{~d} x_{d} \tag{1}
\end{equation*}
$$

where functions $\psi_{i_{j}}$ are piecewise quadratic. Therefore we can split hypercube $(0,1)^{d}$ to hypercubes of size $\left(2^{-L}\right)^{d}$ and compute integrals

$$
\begin{equation*}
\int x_{1}^{i_{1}} \ldots x_{d}^{i_{d}} f\left(x_{1} \ldots x_{d}\right) \mathrm{d} x_{1} \ldots \mathrm{~d} x_{d} \tag{2}
\end{equation*}
$$

at each small hypercube for $i_{1}, \ldots, i_{d} \in\{0,1,2\}$. Consequently, we compute (1) as a linear combination of integrals (2). To calculate (2) we use Fubini's theorem and a recursion. Let us denote $x_{i}=\frac{i}{2^{L}}$. We designed an implementation of Simpson rule for a computation of iterated integrals $I=\int_{x_{i}}^{x_{i+1}} F(x) \mathrm{d} x$ described below in 1.-5. Main goal of our design is to omit evaluation of the same value of function $F$ twice because it is again an integral and its evaluation is computationally expensive.

1. Compute recursively $F\left(x_{i}\right)$ and $F\left(x_{i+1}\right)$ and evaluate

$$
I_{0}=\frac{x_{i+1}-x_{i}}{2}\left(F\left(x_{i}\right)+F\left(x_{i+1}\right)\right) .
$$

2. Set $j=0$.
3. Compute recursively $F\left(\xi_{i, k}\right)$ with

$$
\xi_{i, k}=x_{i}+\frac{2 k-1}{2^{L+j+1}} \text { for } k=1,2,3, \ldots, 2^{j}
$$

and evaluate

$$
I^{\prime}=\frac{x_{i+1}-x_{i}}{2^{j}} \sum_{k=1}^{2^{j}} F\left(\xi_{i, k}\right) .
$$

4. If $\left|I_{j}-I^{\prime}\right|>\varepsilon$, set $j=j+1$, compute $I_{j}=\frac{1}{2}\left(I_{j-1}+I^{\prime}\right)$ and go to step 3 .
5. Compute $I \approx \frac{1}{3}\left(I_{j}+2 I^{\prime}\right)$.

As mentioned above, we compute right-hand side integrals separately on hypercubes $\left(2^{-L}\right)^{d}$. These integrals can be computed independently which enables simple parallelization. Our implementation is in C language and for parallelization we use a POSIX threads library. Every thread takes an index of a hypercube from a global variable in a loop, then increases the index and computes integrals. Taking and increasing global variable is a critical section. Therefore we use mutex (mutual exclusion) to synchronize threads there.

### 3.2. Multiplication of vector by stiffness matrix

We have implemented a very efficient algorithm of matrix multiplication in case $d=1$. It stores stiffness matrix with entries

$$
\begin{equation*}
d_{i j}=\int_{0}^{1} \psi_{i}^{\prime}(x) \psi_{j}^{\prime}(x) \mathrm{d} x \tag{3}
\end{equation*}
$$

in a constant space with respect to number of levels $L$ and run in a linear time with respect to a matrix order. You can find a description of this algorithm in [8]. We use a tensor product of 1D bases as a multi-dimensional basis

$$
\psi_{i_{1}, \ldots, i_{d}}\left(x_{1}, \ldots, x_{d}\right)=\psi_{i_{1}}\left(x_{1}\right) \cdots \psi_{i_{d}}\left(x_{d}\right)
$$

and entries of the corresponding stiffness matrix

$$
\begin{equation*}
a_{i_{1}, \ldots, i_{d}, i_{1}^{\prime}, \ldots, i_{d}^{\prime}}=\int_{[0,1]^{d}} \nabla \psi_{i_{1}, \ldots, i_{d}} \nabla \psi_{i_{1}^{\prime}, \ldots, i_{d}^{\prime}} \tag{4}
\end{equation*}
$$

We derive how to express the matrix a through matrices $\mathbf{d}$ and $\mathbf{g}$

$$
g_{i j}=\int_{0}^{1} \psi_{i}(x) \psi_{j}(x) \mathrm{d} x .
$$

Note that used spline-wavelet basis is not orthonormal and so $\mathbf{g}$ is not identity matrix. We put $d=3$ for the sake of simplicity. Matrix (4) is then given by

$$
\begin{array}{r}
a_{i, j, k, i^{\prime}, j^{\prime}, k^{\prime}}=\int_{[0,1]^{3}} \psi_{i}^{\prime}\left(x_{1}\right) \psi_{j}\left(x_{2}\right) \psi_{k}\left(x_{3}\right) \psi_{i^{\prime}}^{\prime}\left(x_{1}\right) \psi_{j^{\prime}}\left(x_{2}\right) \psi_{k^{\prime}}\left(x_{3}\right)+ \\
\quad+\psi_{i}\left(x_{1}\right) \psi_{j}^{\prime}\left(x_{2}\right) \psi_{k}\left(x_{3}\right) \psi_{i^{\prime}}\left(x_{1}\right) \psi_{j^{\prime}}^{\prime}\left(x_{2}\right) \psi_{k^{\prime}}\left(x_{3}\right)+ \\
\quad+\psi_{i}\left(x_{1}\right) \psi_{j}\left(x_{2}\right) \psi_{k}^{\prime}\left(x_{3}\right) \psi_{i^{\prime}}\left(x_{1}\right) \psi_{j^{\prime}}\left(x_{2}\right) \psi_{k^{\prime}}^{\prime}\left(x_{3}\right)
\end{array}
$$

and can be expressed as

$$
a_{i_{1}, i_{2}, i_{3}, i_{1}^{\prime}, i_{2}^{\prime}, i_{3}^{\prime}}=d_{i i^{\prime}} g_{j j^{\prime}} g_{k k^{\prime}}+g_{i i^{\prime}} d_{j j^{\prime}} g_{k k^{\prime}}+g_{i i^{\prime}} g_{j j^{\prime}} d_{k k^{\prime}}
$$

and multiplication of right-hand side $\mathbf{r}$ with a as

$$
\begin{equation*}
\sum_{i^{\prime}, j^{\prime}, k^{\prime}}\left(d_{i i^{\prime}} g_{j j^{\prime}} g_{k k^{\prime}}+g_{i i^{\prime}} d_{j j^{\prime}} g_{k k^{\prime}}+g_{i i^{\prime}} g_{j j^{\prime}} d_{k k^{\prime}}\right) r_{i^{\prime} j^{\prime} k^{\prime}} \tag{5}
\end{equation*}
$$

To compute (5) we use the following algorithm

1. Compute $r_{i j^{\prime} k^{\prime}}^{0}=\sum_{i^{\prime}} g_{i i^{\prime}} r_{i^{\prime} j^{\prime} k^{\prime}}$ and $r_{i j^{\prime} k^{\prime}}^{1}=\sum_{i^{\prime}} d_{i i^{\prime}} r_{i^{\prime} j^{\prime} k^{\prime}}$ as a one-dimensional multiplication for all $j^{\prime}, k^{\prime}$.
2. $r_{i j k^{\prime}}^{0}=\sum_{j^{\prime}} g_{j j^{\prime}} r_{i j^{\prime} k^{\prime}}^{0}$,
$r_{i j k^{\prime}}^{1}=\sum_{j^{\prime}} g_{j j^{\prime}} r_{i j^{\prime} k^{\prime}}^{1}$,
$r_{i j k^{\prime}}^{2}=\sum_{j^{\prime}} d_{j j^{\prime}} r_{i j^{\prime} k^{\prime}}^{0}$.
3. $r_{i j k}^{1}=\sum_{k^{\prime}} g_{k k^{\prime}} r_{i j k^{\prime}}^{1}$,
$r_{i j k}^{2}=\sum_{k^{\prime}} g_{k k^{\prime}} r_{i j k^{\prime}}^{2}$,
$r_{i j k}^{3}=\sum_{k^{\prime}} d_{k k^{\prime}} r_{i j k^{\prime}}^{0}$.
4. $r_{i j k}=r_{i j k}^{1}+r_{i j k}^{2}+r_{i j k}^{3}$.

Then, we have 8 matrix-vector multiplication in steps 1.-3. In each step, all multiplications are independent and are computed in parallel. In the case $d=4$, we have 13 multiplications in 4 groups and for $d=5$, we have 19 multiplications in 5 groups.

## 4. Numerical experiments

We run our code for Poisson equation in dimensions $d \in\{3,4,5\}$ with the solution

$$
u\left(x_{1}, x_{2}, \ldots, x_{d}\right)=\left(1-x_{1}\right)\left(1-x_{2}\right) \ldots\left(1-x_{d}\right)\left(1-e^{\left(-10 x_{1} x_{2} \ldots x_{d}\right)}\right)
$$

In Table 1, $d$ denotes dimension, $L$ denotes the decomposition level of wavelet basis, $N$ is the matrix size, $R H S 16(m)$ and $R H S 8(m)$, respectively denotes time of computation of right-hand side integrals in minutes in 16 and 8 threads, respectively, $\# C G$ denotes the number of iterations of the conjugate gradient method and $C G(m)$ denotes time of computation of the conjugate gradient method in minutes. We used for our computation a processor with frequency 2.3 GHz and with 16 cores.

| $d$ | $L$ | $N$ | RHS16 $(\mathrm{m})$ | RHS8 $(m)$ | \#CG | CG $(\mathrm{m})$ | $L_{2}$ norm of error |
| :--- | :--- | ---: | ---: | ---: | ---: | ---: | :--- |
| 3 | 8 | $2^{24}$ | 10 | 21 | 177 | 100 | $1.6 \cdot 10^{-11}$ |
| 3 | 9 | $2^{27}$ | 136 | 260 | 199 | 920 | $1.1 \cdot 10^{-12}$ |
| 4 | 5 | $2^{20}$ | 9 | 18 | 161 | 5 | $5.9 \cdot 10^{-9}$ |
| 4 | 6 | $2^{24}$ | 49 | 92 | 203 | 120 | $4.5 \cdot 10^{-10}$ |
| 5 | 4 | $2^{20}$ | 250 | 480 | 128 | 3 | $1.5 \cdot 10^{-8}$ |
| 5 | 5 | $2^{25}$ | 520 | - | 176 | 200 | $1.5 \cdot 10^{-9}$ |

Table 1: Results of numerical experiments.

## 5. Conclusion

We have presented here some details of our implementation of Wavelet-Galerkin method for Poisson equation in dimension $d \in\{3,4,5\}$ in C language parallelized by POSIX threads library. Parallelization of evaluation of right-hand side integrals is efficient - enables concurrent evaluation by as many threads as the number of available computational cores. The ratio of total CPU time and real time is in the case of 16 threads around 15.8. This is not the case for the conjugate gradient method and our future goal is to improve it. Another goal is to design and implement appropriate data structures for adaptive methods.
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