FORCING

WIESLAW KUBIS

1. THE AXIOMS OF ZFC

We recall the list of axioms of ZF and the Axiom of Choice (AC) which we will deal with.

Al

A2

: Extensionality.
Va,ze(Vy (y €x) <=y € xg)) = x1 =12).

: Empty Set.
JaxVy-(yeux).

The set x satisfying this axiom is unique by Al and will be denoted by 0.

A3

A4

Ab:

AG6:

AT:

AR:

A9:

AC:

: Pairing.

Ve,ydzVi(tez<= (t=aVit=y)).
Union.

VadbVit(teb<= Iz (tcaznzebd)).
Power Set.

Va3dbVt(teb<=1tCa),

where t C a means V s € t (s € a).

Infinity.
dJz(exnVyex (yU{y} €x)).
Regularity.
Ve(r#0 = Jyecxz-~Tt(teyAteu))).
Comprehension Axiom Scheme. If ¢(x,y1,...,y,) is a formula with all free variables

shown, then the following is an axiom.
VaVsiy,...,spdbVe(xeb<=zcanp(x,si,...,sn)).

Replacement Axiom Scheme. If o(z,y,t1,...,t,) is a formula with all free variables
shown, then the following is an axiom.

VaV sy,...,5, <(‘v’xEaﬂlygo(z:,y,sl,...,sn)) =
= Eb(VxEaﬂyebap(x,y,sl,...,sn))>.
The Axiom of Choice.
V?B((Vyeév(y#@)/\\fyl,yzGl‘(yl#ya — nny=0) =

= 3sz€x3!t(t€z/\t€y)).

Date: 25.10.1999 AD.



2 WIESLAW KUBIS

2. SOME CARDINAL ARITHMETIC

Proposition 2.1. If k, \ are infinite cardinals, k > 1 and A\ > k + w then k* = 2*.
Proof. We have 2* < k* < M < (2’\)>‘ =2\, O

If {x;}ier is a collection of cardinals then we define ), ; x; as the cardinality of | J;.; ki % {i}
and [],c; #i as the cardinality of the product of ;’s.

Proposition 2.2. If 5 > 0 is a limit ordinal and {\o}a<p is a strictly increasing sequence of
cardinals then 3,5 Ao = SUPgcpg Aa-

Proof. Let k = supa.gAa. We have k < 3, _5Aa < D5 = k|B]. By induction we can
show that A, > « for every a < (3, since our sequence is strictly increasing. Hence 8 < k and
k|G| = k. O

Theorem 2.3 (Konig). Let {\;}ier and {k;}icr be two collections of cardinals such that
Ai < ki for everyi € 1. Then
Z N < H K-

el el

Proof. Let ¢: U;c; Ai x {i} — [l;cr /i be a map. We show that ¢ is not onto. Set A; =
o[\ x {i}], Bi = {f(i): f € A;}. Then B; € [k;]S" so there is z; € K; \ B;, since \; < 5.
Let h € [[;c; i be defined as h(i) = x;, i € I. Observe that h ¢ (J;c; A;. Thus mg(p) #
HiEI Kj. O

Corollary 2.4. For every infinite cardinal k, cf(2) > k.

Proof. Applying Konig’s theorem for I = k, \; = 1, k; = 2 we get k < 2%. Suppose cf(2%) < K
and let {\, }a<x be a sequence of cardinals such that A\, < 2% and sup,., Ao = 2". Applying
Koénig’s theorem once more for I = k and k, = 2%, we obtain 2% =" _, A, < (27)" =2" a
contradiction. O

Corollary 2.5 (Kénig). For every infinite cardinal k we have £) > k.

Proof. If k = cf(k) then xI(¥) = k* = 2% > k. Suppose that cf(k) < & and fix a strictly
increasing sequence of cardinals {Ao}a<ct(x) With sup,ccf(s) = #. Applying Konig’s theorem

we get K = cf(m) Aa < k() O

Theorem 2.6 (Hausdorff). If k, \ are such cardinals that k > 1,\ > 0 and k + X is infinite
then (k1) = kTR,

Proof. Suppose first that A > x*. Then \ is infinite and, by Proposition 2.1, we get (k7)* =

2 = k* = ktK*. Suppose now that A < x*. Then & is infinite. Observe that if f € (k%)
then rng(f) is bounded in k% so there is o < k% such that f € o*. Hence

(k< ’ U a)“ < kTR
a<wkt

The reverse inequality also holds, since A > 0. [l
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Theorem 2.7. Assume GCH. If A\, k are infinite cardinals then

K if A<cf(k),
A=kt if cf(k) <A<k,
AT if k<A

Proof. If k < A then AT = 2* < g} < (2“)/\ = AT If cf (k) < X < & then Kk < keER) < kA <
(29)) = kT so k* = KT Suppose that A < cf(k). If K = 6+ then x* = (29)* = 2% = k. Suppose
now that r is a limit cardinal. There exists an increasing sequence of cardinals {Ka }a<cf(x)
with A < kg and sup, cf(x) Ka = k. We have

A= U = X = Y m=n
)

a<cf(k) a<cf(k) a<cf(k

This completes the proof. [l

3. PARTIAL ORDERS

By a partially ordered set (or a poset) we mean a triple P = (P, <, 1p) where < is a partial
order on a set P and p < 1p holds for every p € P. We consider partial orders with greatest
elements for the sake of convenience only. We write p L g whenever p,q € P are incompatible,
i.e. there is no r € P with r < p and r < q. We write p || ¢ whenever p, g are compatible, i.e.
—(p L q). A subset D C P is dense in P provided for every p € P there is d € D with d < p.
A subset F' C P is a filter if

(1) ppge F = @reF)r<p&r<gq,
(2) pe F&q>2p = q€F.

When we apply these notions for Boolean algebras, we consider the set of all positive elements;
for instance elements a, b in a Boolean algebra B are compatible iff a - b > Op.

Fix a partially ordered set P = (P, <, 1p). Define the left topology on P as the topology
generated by all sets of the form (p] = {z € P: x < p}, where p € P. Observe that (p] is
the smallest neighborhood of p with respect to this topology. Let RO(IP) denote the Boolean
algebra of regular open subsets of P with respect to the left topology. Define ip: P — RO(P)
by setting ip(p) = int cl(p]. We have the following easy fact.

Proposition 3.1. Let P be a partial order and let B = RO(P). The map i = ip: P — B has
the following properties:

(1) i is order preserving.
(2) i[P] is dense in BT and i(1p) = 1p.
(3) If p,qg€ P and p L q then i(p) L i(q).

The map ip will be referred to as the canonical order preserving map. The algebra RO(P)
is called the completion of P. The next theorem says that Proposition 3.1 characterizes the
completion of a poset.

Theorem 3.2. For any complete Boolean algebra B and an order preserving and 1 -preserving
map f: P — BT such that f[P] is dense in B and f(1p) = 1g, there exists a unique complete
Boolean isomorphism h: RO(P) — B such that hoip = f.
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Proof. Set i = ip. Define h: RO(P) — B and h*: B — RO(P) by setting
B .
h(a) =Y {f(p): peP&i(p) < a}

) =3 ip): p e P& f(p) < b}

Clearly, h and h* are order preserving and h oi = f. We show that h o h* = idg and
h* o h = idro(p) which implies that h is an isomorphism of partial orders and therefore it is a
complete Boolean isomorphism.

Fix a € RO(PP) and consider o' = h*(h(a)). If i(p) < a then f(p) < h(a) and hence i(p) < o’
This shows that a < a’. Suppose a’-—a > 0 and let p € P be such that i(p) < o’ and i(p)-a = 0.
By the definition of h*, there is ¢ € P with f(q) < h(a) and i(p) - i(q) > 0. Let » € P be
below p and q. Now f(r) < h(a) and, by the definition of h, there is ¢’ € P with i(¢’) < a and
f(r)-f(¢") > 0. Let 7’ € P be below r and ¢'. Then i(r') < i(¢') < aand i(r')-a < i(p)-a =0,
a contradiction. This shows that a = d’.

Thus we have proved that h* o h = idgrp(p). By the same arguments, h o h* = idp. |

A partially ordered set P is separative if
Vz,yeP(-(r<y) = Jz<z(zLy)).
Theorem 3.3. For a partially ordered set P the following are equivalent:

(a) P is separative.

(b) The map ip: P — ip[P| is an order isomorphism and (p] € RO(P) for every p € P.

(¢) There exists a complete Boolean algebra B and an order preserving embeddingi: P — B
such that i[P] is dense in B.

Proof. Implication (¢) = (a) is trivial and (b) = (c) follows from Proposition 3.1. It
remains to show (a) = (b).

We first check that (p] € RO(P). Clearly (p] C intcl(p]. Let ¢ € intcl(p]. Then (q] C cl(p]
which implies that (r] N (p] # @ whenever r € (g]. In other words, r || p whenever r < ¢. By
the fact that P is separative, we deduce that ¢ < p which means ¢ € (p].

Now, if p,g € P and —(p < q) then ip(p) = (p] ¢ (q] = ir(q). It follows that ip is an order
isomorphism. O

4. GENERIC FILTERS

A filter G on a partially ordered set P is P-generic over M if for any set D € M which is dense
in P we have GN D # (). Usually, M will be a fixed countable transitive model of ZFC (called
the ground model). The next lemma says that in this case a generic filter over M exists.

Lemma 4.1 (Rasiowa-Sikorski). Let M be a countable set and let P be a poset. Then for
every p € P there exists a P-generic filter G over M with p € G.

Proof. Enumerate as {D, }ne. the collection of all dense sets from M. Define inductively
prn € P such that pg = p, pny1 < pp and ppy1 € Dy,. Now let G = {p € P: (In € w) p, < p}.
Clearly, G is a filter and G N D,, # ) for every n € w. O

Here we give some basic facts about generic filters. We always assume that M denotes a fixed
countable transitive model (briefly ctm) of ZFC.
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Proposition 4.2. Let G be a P-generic filter over a ZFC model M and assume that H C M
is a subset of P containing G and consisting of pairwise compatible elements. Then G = H.

Proof. Fixaq € H. Define D = {p € P: p < qVp L q}. Observe that D is dense and D € M.
Thus there exists p € G N D which means p < ¢ and consequently g € G. O

Proposition 4.3. Let P be a poset in the ground model M and assume that G C P consists
of pairwise compatible elements and meets every set from M which is dense in P. Then G is
a generic filter.

Proof. We have to show that G is a filter. Fix p,q € G and consider
D={reP:(r<p&r<qV(rlpVv(rlqg}

If x € Pand ¢ D then z || p so there is r; < x with 7y < p. If r1 ¢ D then r; || ¢ so there
is ro < rp with ro < ¢. Thus 79 € D. It follows that D is dense in P. Clearly, D € M. If
r € DN G then r is below p and ¢, since any two elements of G are compatible. Hence G is a
filter. O

Proposition 4.4. Let B be a complete Boolean algebra in the ground model M and let G be a
B-generic filter over M. Then G is an ultrafilter and for each S € PM(B) the following holds:

(i) If >2S € G then there is p € S with p € G.
(i) If SC G then [[S €G.

Proof. Clearly, G is a filter. Fix p € B and consider

D), = {x € B: either z < p or < —p}.
Then D, is dense and in M, so G N D # (). Hence either p € G or —=p € G. Thus G is an
ultrafilter.

For the proof of (i), consider the set D = {z € B: (3¢ € S) x < ¢}. Clearly, D € M and D is
dense below >~ S. Thus D NG # 0, that is p € G for some p € S. Statement (ii) follows from
(i) since G is an ultrafilter. O

Theorem 4.5. Let P be a poset in the ground model M and let G be a P-generic filter over
M. Consider the canonical order preserving map i = ip: P — RO(P). Then

G={beROP): Tpeq)ilp) <b}

is an RO(P)-generic filter over M. Conversely, if G is RO(P)-generic then i~1[G] is P-generic
over M.

Proof. Tt is easy to see that G is a filter. Let D € M be dense in RO(P). Define
E={peP:(3de D)ilp) <d}.

Clearly E € M. We check that E is dense in P. Fix ¢ € P. As D is dense in RO(P), there is
d € D with d < i(q). Furthermore, there is ¢’ € P with i(¢’) < d, since i[P] is dense in RO(P).
Now observe that ¢ || ¢’ by Proposition 3.1(2). Let p € P be below ¢, ¢'. Then i(p) < i(¢') < d
sop € E and p < ¢q. Thus E is dense in P. Let p € ENG. Then i(p) < d for some d € D
which implies that d € D N G. Thus we have shown that G intersects all sets from M which
are dense in RO(P).

For the reverse statement, consider an RO(PP)-generic filter G. Let D € M be dense in P.
Then i[D] is dense in RO(P) so G Ni[D] # () which means that i~}[G] N D # (. Now observe
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that i~1[G] consists of pairwise compatible elements. By Proposition 4.3, i~1[G] is a generic
filter. O

An antichain in P is a subset of IP consisting of pairwise compatible elements. By the Kuratow-
ski-Zorn Lemma, every antichain is contained in a maximal antichain. Note that a maximal
antichain in a dense subset of IP is also a maximal antichain in P. Generic filters can be defined
as those filters which intersect all maximal antichains from the ground model.

Proposition 4.6. Let P be a poset in a ctm M. A set G C P consisting of pairwise compatible
elements is a P-generic filter over M iff G intersects all mazximal antichains in P which are
m M.

Proof. Let G be P-generic over M and fix an antichain A C P with A € M. Define D = {z €
P: (3a € A) x < a}. By the maximality of A, D € M and D is dense, so D NG # (). Thus
also ANG # 0.

Now assume that G consists of pairwise compatible elements and G intersects all maximal
antichains in P which are in M. Fix a dense set D C P with D € M. Applying the Kuratowski-

Zorn Lemma in M, we can find a maximal antichain A C D which is also a maximal antichain
in P. Thus AN G # (). By Proposition 4.3, G is a P-generic filter. U

5. COMPLETE EMBEDDINGS

In this section we discuss the relationship between embeddings of posets and their completions,
using the results on generic filters.

Let P, Q be two posets. For convenience, we assume that they are separative. Amap f: P — Q
will be called a complete embedding if f is order preserving and for every maximal antichain A
in [P the image f[A] is a maximal antichain in Q. These properties imply that f(1p) = 1g and
f(p1) L f(p2) whenever p; L po. Indeed, {1p} is the unique one-element maximal antichain
and every antichain can be extended to a maximal antichain. Let us note that a complete
embedding is not nessecarily an embedding, but it is an embedding whenever the domain is
a separative poset.

A natural example of a complete embedding is the canonical map ip: P — RO(P). In case
where P is separative, we will identify p € P with its image ip(p) € RO(P).

For Boolean algebras, one considers the notion of a complete homomorphism. A homomor-
phism of Boolean algebras h: A — B is complete if for every set S C A such that ZA S =14
we have ZB f[S] = 1p. Below we show that a complete embedding of posets extends to a
complete homomorphism of their completions.

Proposition 5.1. Let P, Q be two posets and let f: P — Q be an order preserving and
L -preserving map. The following properties are equivalent:

(a) For every mazimal antichain A C P, f[A] is a mazimal antichain in Q.
(b) For every Q-generic filter G, f~1[G] is a P-generic filter.
(c) For every S C RO(P) with ZRO(P) S = 1ro(p) we have ZRO(Q) f1S] = 1ro()-

Proof. (a) = (b) By Proposition 4.6.

(b) = (c) Fix S € RO(P) with } S = Igop) and suppose that ) f[S] < lro(y). Fix
q € Q such that ¢- ) f[S] = Oro(qg)- Let G be Q generic with ¢ € G. By (b), Theorem 4.5
and Proposition 4.4, there exists p € P such that p € f~![G] and p < s for some s € S.
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Thus f(p) € G but also f(p) L g; a contradiction. That f extends to a complete Boolean
homomorphism is a standard fact and can be proved using similar arguments like in the proof
of Theorem 3.2.

(c) = (a) If A C P is a maximal antichain then S7°®) 4 = 1 50 STRO@ f[4] = 1 and
therefore f[A] is a maximal antichain in Q. O

Corollary 5.2. Let f: P — Q be a complete embedding of separative posets. Then the formula

- RO(Q)
fla)=>"""{f(p): peP&p<a}
defines a complete Boolean homomorphism f: RO(P) — RO(Q) which extends f.

Proof. Clearly, f is an order preserving map which extends f. We first show that f(a)-f(—a) =
0. Suppose not, take a Q-generic filter G such that some element below b = f(a) - f(—a) is in
G. By Proposition 5.1, f~1[G] is P-generic, let H be the filter in RO(P) generated by f~![G].
Then H is RO(P)-generic by Theorem 4.5. However, we have a € H and —a € H, which is a

contradiction.
Now it suffices to show that f(3-R°®) §) = STROD 7[5 for every § ¢ RO(P). Suppose it is

not true and let S be such that b = f(ZRO(P) S) - ﬁZRO(@) fIS] > 0. Let G and H be as
before. Then > S € H and therefore some s € S is in H, so f(p) € G for some p < s, p € P.
This is a contradiction to the fact that b- f(p) = 0. O

6. GENERIC EXTENSIONS

Let P be a poset in the ground model M. Let G be a P-generic filter over M. We define, using
€-recursion,

valg(z) = {valg(t): (3p € G) (t,p) € x}.
Observe that rank(t) < rank(z) whenever (¢,p) € x for some p. Thus, valg is well-defined.
We will also write x instead of valg (in the literature, there are also used symbols I, K¢
or Intg). valg(x) is called the G-interpretation of x. The set

M[G] = {valg(z): = € M}.
is called the G-extension (or a generic extension) of M. Observe that M[G] is transitive, by
the definition of valg. Now define in M, using €-recursion,
T={(t1p): t € z}.
Define also I' = {(p,p): p € P}. Clearly, I' € M. Any a € M such that b = valg(a), is called
a name for b; T is called the standard name for x.

In what follows, we always assume that M is a transitive model of ZFC, G is a P-generic filter
over M, where P is a poset in M.

Proposition 6.1. For every x € M we have valg(Z) = x and valg(I') = G. Consequently,
M C M[G] and G € M[G].

~ ~

Proof. We use e-induction. Clearly valg (D)) = (). If valg(t) = ¢ whenever t € z then valg(Z) =
{valg(): t € 2} = z. Now we have valg(T) = {valg(p): p € G} = G. O

Theorem 6.2. Let N be a transitive model of ZF such that M C N and G € N. Then
MI|G] C N.
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Proof. Applying €-recursion in N, we can define Valg () in the same way as valg. Now, by
€-induction, we show that val)y(z) = valg(x) for every = € M, since the formula defining
valg is absolute for transitive sets (it is even a Ay formula). O

Proposition 6.3. For every x € M, rank(valg(x)) < rank(z). In particular, ONMIC] =
ONM.

Proof. The first statement can be proved by easy induction (recall that rank is absolute for
transitive models). Clearly ONM ¢ ONM [¢] since ordinals are absolute. Suppose A € ONMIG]
is not in M. Then rank(\) < rank(\) where A is a name for A. This is a contradiction, since
rank(A) = A O

7. BOOLEAN VALUE OF A FORMULA

Fix a partially ordered set P and let B denote the complete Boolean algebra RO(P). For each
formula of set theory ¢(v1,...,v,) with parameters z1, ..., z, we will define its Boolean value
le(x1,...,2,)|lp € B which “measures the probability of truth” of the interpretation of this
formula in P-generic extensions. Let i: P — RO(PP) be the canonical order preserving map.

The definition of ||¢||p proceeds by recursion on the length of the formula and, for atomic
formulas, by induction on rank. For atomic formulas x € y and z = y define

lzeyle= D> i) -lt==zle
(t,p)€y,peP
and
lz=yle=J] i) +lteyle)- [ ilp)+Itexlp)
(t,p)€x,peP (t,p)€y,peP

Next, we define

I=elle = =llelle,
lo v lle = llelle + 4],

Baele=) {beB: (32)b=|p()lp}

The definition of the Boolean value for atomic formulas is in fact recursive with respect to a
well-founded set-like relation E on all unordered pairs, namely a E b iff there are x,y, 3y’ such
that a = {x,y}, b = {x,y'} and rank(y) < rank(y’).

Observe that ||[0 = 0|lp = 1p and || € 0||p = O and, inductively, ||z = z|p = 1p and
|z € z||p = Og. We will write ||¢|| instead of ||¢|p whenever it will be clear what poset is
under consideration.

8. THE TRUTH LEMMA

Let P be a partially ordered set and let ¢(z1,...,x,) be a formula with all free variables
shown. Let t1,...,t, and p € P be fixed. We say that p forces ¢(ti,...,t,) and we write
p Ik p(t1,. .., ty), provided ip(p) < ||@(t1,...,t,)||, where ip is the canonical order preserving

map. The definition of IF does not mention models. The aim of this section is to show that the
relation IF tells us about interpretations of ¢ in generic extensions. Some authors define the
relation of forcing by condition (b) in Corollary 8.2 below; in this case it is very important to



FORCING 9

show that there is a formula in the ground model which defines the same relation (this is the
Definability Lemma).

Proposition 8.1. Let P be a poset in a ctm M, p € P. Then for any formula with parameters
@, p Ik @ iff for every P-generic filter G with p € G we have ||| € G, where G is the filter
generated by ip[G] in RO(P).

Proof. The “only if” part is trivial. For the “if” part, suppose p Iff ¢, i.e. ip(p) - =@l > Orom)-
There is ¢ < p such that ip(q) < —||¢|. Now, by the theorem of Rasiowa-Sikorski, there is a

P-generic filter G with ¢ € G. Finally, p € G and ||¢|| ¢ G. O
The Truth Lemma. Let P be a poset in a transitive ZF model M and let G be a P-generic
filter over M. For any formula ¢(x1, ..., xy,) with all free variables shown, for any vy, ..., v, €

M the following are equivalent:

(a) M[G] E p(valg(v1), ..., valg(vn)).
(b) There exists p € G with p I+ @(v1,...,vp).

Proof. Denote by i the canonical order preserving map ip: P — RO(P) and denote by G the
filter generated by ip[G] in RO(P). Observe that p I ¢ iff ||| € G (see Theorem 4.5).

We first prove the lemma for atomic formulas, i.e. formulas of the form x = y and = € y. We
use induction on the well-founded relation F defined in Section 7. The equivalence (a)<=-(b)
is obvious for the formulas ) = () and () € (. Fix x,y € M, assume {z,y} # {0} and assume
that we have proved the equivalence (a)<=(b) for atomic formulas with pairs of parameters
of E-rank less the E-rank of {x,y}. Consider first the formula x = y.

Assume valg(z) = valg(y). Fix (¢,p) € z. If p € G then, by the assumption, valg(t) € valg(y).
By induction hypothesis, ||t € y|| € G. Thus —i(p) + ||t € y|| € G for each (t,p) € =, p € P.
Similarly, —i(p) + ||t € z|| € G for (t,p) € y, p € P. By Proposition 4.4, ||z = y|| € G.
Conversely, assume that ||z = y|| € G. Then for (¢,p) € z, p € P we have —i(p) + ||t € y|| € G.
Thus, if p € G and (¢,p) € x then ||t € y|| € G and, by induction hypothesis, valg(t) € valg(y).
Hence valg(x) C valg(y). Similarly valg(y) C valg(x).

Now consider the formula z € y. Assume valg(z) € valg(y). Then there is p € G and
(t,p) € y such that valg(z) = valg(t). By induction hypothesis, ||t = z|| € G. It follows that
|z € y|| € G. Conversely, assume that ||z € y|| € G. By Proposition 4.4, there is (t,p) € v,
p € P with i(p) - ||t = z|| € G. Hence p € G and valg(t) € valg(y). By induction hypothesis,
valg(t) = valg(z) so valg(x) € valg(y).

Suppose now that ¢(x1,...,2,) is a non-atomic formula and assume that we have already
proved the equivalence (a)<=>(b) for all formulas of length less than the length of . Fix
parameters vy,...,v, for ¢. We will write ¢ instead of ¢(vi,...,v,) and ¢¢ instead of
p(valg(vy),...,valg(v,)). We have three cases.

Case 1. ¢ = =1p. Then M = @g iff it is not true that M = 1 which, by induction hypothesis,
is equivalent to [|1)|| ¢ G; this means ||¢|| = —|]1|| € G, since G is an ultrafilter.

Case 2. ¢ = ¥ A x. Using induction hypothesis, we have M = ¥g A x¢ iff (M = ¥¢g and
M = xa) it (4]l € G and x| € G) i [ A x| = [[¥]l - lIx]| € G.

Case 3. ¢ = 3 = ¢(x). In M define A = {a € ROP): (3 z) a = |[¢o(z)||}. Now, using
induction hypothesis and Proposition 4.4, we have M = ¢¢ iff (3 x € M) M E ¢g(x) iff
BzeM)|yp@) eGif GacA)acGiff o =3 Acq.

This completes the proof. ([l
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Corollary 8.2 (The Definability Lemma). Let P be a poset in a ctm M with M = ZF. For
any formula o(x1, ..., xy,) with all free variables shown, for any vy,...,v, € M and for every
p €P and vy,...,v, € M the following are equivalent:

(a) plF @(vy,..., ).
(b) For each P-generic filter G over M with p € G we have

MIG] = p(valg(vi), ..., valg(vy)).

Proof. We will write ¢ instead of p(v1,...,v,) or ¢(valg(vi),...,valg(v,)).

(a) = (b) Suppose p IF ¢ and M[G] = —p for some generic G with p € G. By the Truth
Lemma, there is ¢ € G with ¢ I- —p. Thus also q IF =, whence ip(q) < [|¢]| - =[l¢l| = Orow),
a contradiction.

(b) = (a) Suppose p I p. There is ¢; € P with ip(q1) < ip(p) - —|l¢ll. Now ¢1 || p so there
is ¢ < q1,p. Let G be P-generic over M with ¢ € G (here we use the theorem of Rasiowa-
Sikorski). Now ¢ IF = so M[G] | —p, since we have proved that (a) = (b). It follows that
p € G and M[G] [~ . O

Corollary 8.3. If ¢ is a tautology of logic then ||| = 1rom) for every poset P.

The Definability Lemma shows that the relation IF, defined by us in the ground model, defines
indeed the forcing relation in the sense that it “forces” truth in generic extensions. Later on,
we will use the Truth and Definability Lemmas also for proving some results in ZF or ZFC.
Specifically, if we want to prove that ZFC I ¢, where ¢ is a sentence, then we can argue as
follows. Suppose ZFC'If . Then, by Godel’s theorem, there is a ZFC model N with N = —¢.
Next, applying the Lowenheim-Skolem theorem and Mostowski’s theorem on collapsing, we
can find a countable transitive ZFC model M with M = —¢. Now we can use generic filters
to obtain a contradiction, by using some information about generic extensions. This is useful
for instance when ¢ is “[|1)|| = 1go(p)” for some poset P (see e.g. the proof of Theorem 9.2
below).

9. THE MAXIMAL PRINCIPLE

We give an important application of the Truth Lemma for computing Boolean values of
formulas, called the mazimal principle.

Lemma 9.1. Let P be a partially ordered set and let {u;: ¢ € J} be an antichain in the
Boolean algebra RO(PP). Then for each collection {t;: i € J} there exists t such that (Vi €
J) U; < Ht = tzH

Proof. Let i = ip: P — RO(P) be the canonical order preserving map (see Section 3). Let

t={(s,p) € (U dom(t;)) xP: (i€ J) (plksety) &i(p) < u}
icJ
We check that t is as desired. Fix i € J and p € P such that i(p) < u;. Let G be a P-generic
filter with p € G. If valg(s) € valg(t) and (s,q) € t, ¢ € G then valg(s) € valg(t;) and
i(q) < u; for some j € J. As u;, u; are incompatible whenever i # j, we deduce that i = j
and valg(s) € valg(t;). Conversely, if x € valg(t;) then there is ¢ € G and (s,q) € t; with
x = valg(s). By the Truth Lemma, there is » € G with r < p and r IF s € ¢;. Hence (s,r) € ¢
and z € valg(t). It follows that valg(t) = valg(t;). By the Definability Lemma, p IF ¢ = ¢;. As
p was chosen arbitrarily (with respect to the condition i(p) < w;), u; < ||t = t4|. O
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Theorem 9.2. Let P be a poset. For each formula o(x) there exists t such that
132 )] = el

Proof. Applying AC we can find {z,: a < K}, where k is a cardinal and

bi=3z @)= le@a)l-

a<k

ao=Ylel.  bo=a0--Y ae.

{<a {<a
Then {bq}a<x is an anitchain in RO(P) and }_ _, @a = Y, ba = b. Applying Lemma 9.1
we find ¢ such that a, < ||t = z4|| for every o < k. Observe that by Corollary 8.3, ||¢(t)] <
|3 = ¢(x)|. It remains to check the reverse inequality. Fix a P-generic filter G with b € G,
where G denotes the ultrafilter in RO(IP) generated by ip[G]. By Proposition 4.4 there exists
¢ < k with bg € G. Let @ = min{¢ < k: be € G}. Then a, € G and a¢ ¢ G whenever
¢ < a. It follows that [[¢(z4)|| € G and [|p(z¢)|| ¢ G for £ < a. Hence valg(t) = valg(z,) and
MI[G] k= ¢(valg(zy)). Thus M[G] | ¢(valg(t)). It follows that ||¢(t)|| € G. This completes
the proof. O

Define

For some purposes, we shall need a weaker version of Theorem 9.2.

Lemma 9.3. Let P be a poset and let p(x) be formula with = the only free variable. For each

a we have
IGzea)p@l= > i@ -]
(s,p)€a,peP

Proof. The inequality “>” is trivial, since if (s,p) € a then p IF s € a and hence ip(p)-||¢(s)]] <
Is € a & @(s)l| < (B € a) p(a)].

We show the reverse inequality. Let G be an RO(P)-generic filter which contains [[(3 = €
a) ¢(x)||. By the definition of the Boolean value and by Proposition 4.4, there is « such that
|z € a & ¢(x)| € G. Using the definition of ||z € a|| and Proposition 4.4 again, we find
(s,p) € a with p € P and i(p) - ||s = z|| - [|¢(x)]| € G. Hence also i(p) - ||¢(s)|| € G since it
is a tautology of logic that s = & ¢(x) = ¢(s) (see Corollary 8.3). This completes the
proof. O

Theorem 9.4. Let P be a poset and let p(x) be a formula of set theory. Then for each a and
p € P such that p IF (3 x € a) p(x) there exists ¢ < p and there exists (s,r) € a such that
q <1 andqlF p(s).

Proof. Let i: P — RO(P) be the canonical map. By Lemma 9.3, there exists (s,r) € a such
that i(p)-i(r)-[l¢(s)]| > Oror)- Let ¢ € P be below p,r with i(q) < |l¢(s). Then g I ¢(s). O

10. MORE ABOUT NAMES

Let M be a ctm of ZFC and let P € M be a poset. Observe that if a € M and b CaxPin M
then for each P-generic filter G' we have valg(b) C valg(a). We show that PM (@ x P) contains
all names for possible subsets of a.

Lemma 10.1. Let P be a poset and let a € M be fixed. Then for each x there exists y C a x P
such that |x Ca = = =yllp = lp.
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Proof. Set
y={Gp eaxP:(3(t,q) ex)p<q&pl-t=5}
Let G be a P-generic filter with valg(z) C a. We show that valg(y) = valg(z).

Let z € valg(y). Then z € a and there is p € G and there is (t,q) € = with p < ¢ and
pl-t=72. Thus ¢ € G and z = valg(t) € valg(x). This shows that valg(y) C valg(x). Now fix
z = valg(t) € valg(x), where (t,q) € x and g € G. Then z € a so, by the Truth Lemma, there
exists pg € G with pg IF Z = t. Let p € G be below py and g. Then (Z,p) € y and z € valg(y).
Hence valg(x) C valg(y). O

11. ZFC IN GENERIC EXTENSIONS

In this section we assume, as usual, that M is a fixed transitive model of ZFC, P is a partially
ordered set in M and G is a fixed P-generic filter over M. The aim of this section is to show
that M[G] = ZFC. This will done by several lemmas.

Lemma 11.1. M[G] &= A1+ A2+ A3+ A6+ A7 (Extensionality, Empty Set, Pairing, Infinity,
Regularity).

Proof. Every nonempty transitive set satisfies A1 + A2 + A7. That M[G] = A6 follows from
the fact that w € MJ[G]. It remains to check that M[G] satisfies the Pairing Axiom. Fix
a,b € M[G], a = valg(a'),b = valg(t'). Set ¢ = {(d’, 1p), (V/, 1p) }. Then valg(c') = {a,b}. O

Lemma 11.2. M[G] |= A4 (Union).
Proof. Fix a = valg(a') € M[G]. In M define

b = {(t,p) e ( U dom(s)) x P:pl- (Fzed)te ﬂ:}
sedom(a’)

We check that valg (V') = Ja. If valg(t) € a, where (t,p) € b’ and p € G then M[G] = (T x €
a) valg(t) € z, ie. valg(t) € [Ja. Conversely, if z € |Ja then there is (s,q) € d/, ¢ € G
with z € valg(s) and there is (¢,7) € s, r € G with z = valg(t). Thus ¢ € U cqom (o) dom(s)
and, by the Truth Lemma, there is p € G with p I+ (3 x € @') ¢t € x. Hence (t,p) € b and
z = valg(t) € valg(V'). O
Lemma 11.3. MI[G] = A5 (Power Set).

Proof. Fix a = valg(a’) € M[G]. Using the Axiom of Replacement in M we can define
w={(t,1p): t C dom(a’) & (V (s,p) € t) pIF s € d'}.

We show that M[G] = valg(u) = P(a). If y € valg(u) and y = valg(t), where (¢, 1p) € u then
for all z € y we have z € a since there is p € G with (s,p) € t, z = valg(s) and p I s € @'
Thus y C a.

Now fix y C a, y = valg(y’) € M[G]. In M, define
y" ={(s,p) € dom(a") x P: pl- (s €y & s € d’)}.

Then (y”,1p) € u. It remains to check that valg(y”) = y. If x € valg(y”) then z = valg(s),
where (s,p) € ¥’ and p € G. Thus p IF s € ¥ so € y. Conversely, if x € y then z € a so
there is (s,q) € d/, ¢ € G such that x = valg(s). By the Truth Lemma, there is p € G with
plk (s €y & sed). Hence (s,p) € vy and = € valg(y”). 0

Lemma 11.4. M|[G] = A8 (Comprehension Aziom Scheme).
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Proof. Let ¢(vg,v1,...,v,) be a formula with all free variables shown, fix a € M[G] and
z1,..., Ty € M[G]. Let z; = valg(z}), a = valg(a’). Using Comprehension in M, define

V' ={(t,p) € dom(a’) x P: p - o(t,2},...,2})}.
Let b = valg(b'). We check that b= {z € a: ™% (z,21,...,2,)}.
If z € b and z = valg(t), where (¢,p) € ¥/, p € G then M[G] = ¢(z,x1,...,x,). Suppose that
MGl Ez€a& o(z,21,...,2,). Then z = valg(t), where (¢,q) € o’ and g € G. By the Truth
Lemma, there is p € G such that p I p(¢,2),...,2),). Hence (t,p) € b’ and z € b. O

Lemma 11.5. M[G] = A9 (Replacement Azxiom Scheme).

Proof. Let ¢(x,y,v1,...,v,) be a formula with all free variables shown and fix a, z1,...,z, €
M|G] such that M[G] =V x € a Ny o(z,y,z1,...,2,). Let a = valg(a'), x; = valg(z}).

Applying AC and Theorem 9.2 in M, we can choose for each s € dom(a’) an element t; € M
/

such that ||y o(s,y, 2, ..., 20)|| = |le(s, ts, 2y, ..., 2L)|. Let

vV ={(ts,p): (s,p) € d'}
and let b = valg(b). Fix © € a. Then z = valg(s) where (s,p) € o’ and p € G. Now
M[G] E 3y p(z,y,z1,...,2,). Hence also M[G] = ¢(z,valg(ts),z1,...,2y,). This shows
that M[G] EVx cadyecbo(x,y,z1,...,2,). O

Lemma 11.6. M|[G] = AC (the Aziom of Choice).

Proof. Fix a = valg(a’) € M[G]. Applying AC in M, we can find a bijection f: @ — dom(a’),
where « is an ordinal in M. Define F': a@ — a by setting F'(§) = valg(f(£)). Then F € M|G]
and a C rng(F'). It follows that a can be well-ordered in M[G], since a map g: a — « defined
by g(t) = min F'~1(¢) is an injection. O
The above lemmas together give the following.

Theorem 11.7. Let P be a partially ordered set in a transitive model M and let G be a
P-generic filter over M. If M = ZFC then also M|G| = ZFC.

12. CHAIN CONDITIONS

Lemma 12.1. Let P be a 0-cc poset in a tcm M and let G be a P-generic filter over M. Then
for each f € K in M[G] there exists a map F: X\ — [k]<? in M with

M[G] E (Va e N f(a) € F(a).
Proof. Fix a € A and define

Fla)={Ber: 3peP)pl f@) =5},

where f denotes a name for f. For each 8 € F(a) choose pg € P with pg I+ f(@) = 3 Then
{Pp}ser(a) is in M and consists of pairwise incompatible elements of P. Thus

M E|F(a) <6
and, by the Truth Lemma, f(a) € F(«) for every o € . O

Theorem 12.2. Under the above assumptions, for any k € Card™, k > 0 implies k €
CardM(C). Moreover, if 6 = cf™ (k) = 0 then § = cfMC (k).
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Proof. Let § = c¢f™ (k) > 0 and suppose that
MI[G] E f: A — k is cofinal,

where A\ < . By Lemma 12.1 there is F' € M such that F': A\ — [5]<% and f(a) € F(a) for
a € X As M = cf(k) > 0, we can define in M a map g: A — k by setting g(a) = sup F'(«).
Clearly g is cofinal, so M = cf(k) < A, a contradiction.

Now, if k € Card™ is regular and x > 0 then x = cfM (k) € Card™lC If k > 0 is
a singular cardinal in M then k = sup,.) ko Where {kq}q<x is an increasing sequence of
regular cardinals in M and 6 < kg. Thus & € Card™ [4] as the supremum of cardinals. O

Corollary 12.3. If P is a ccc partial order then for every P-generic filter G over a ctm M
we have Card™ = CardM1¢],

13. DISTRIBUTIVITY LAWS

Recall that a complete Boolean algebra B is (k, A)-distributive if for each indexed collection
{aq,8: @ < K, 8 < A} the following equality holds:

1> as= 2" 1] dapior

a<rk B PEANF a<K
Let us note that the inequality > always holds.

Theorem 13.1. Let M be a ctm and let B be a complete Boolean algebra in M. If B is (k, \)-
distributive in M then (N)M = (X)MIC] for each B-generic filter G over M. Conversely, if
for every B-generic filter G we have (\*)MIG = (XM then M = “B is (k, \)-distributive”.

Proof. Suppose that “B is (k, A)-distributive” holds in M. Let f = valg(f) € A\* in M[G]. Fix
a € k. For each 8 € X\ define

a5 =Y {p B :plkf(@)=p}

Observe that a, g € G for 8 = f(a). It follows that 3 5., aa,s € G. By Proposition 4.4 also
b= 1laen 2_per da,p € G. By the (k, A)-distributivity law we get

M ):b: Z Haa’@(a).

PENF aER
Applying Proposition 4.4 again we obtain [[,c, @) € G for some ¢ € \* in M. Finally,
by the definition of a, g we get M |= f(a) = ¢(a) for every a € k. Hence f € M.
Suppose now that M = “B is not (k, \)-distributive” and let {a, g: @ < K, 3 < A} € PM(B)

be such that
M ): l:= H Zaaﬂ > Z H Oop(a) = T

a<k B<A PEAF a<lK

Let G be a B-generic filter containing [ - —r. In M[G] we can define a function f: k — A
by letting f(a) = min{f < A: aqg € G}. This is well-defined since } 5 _, an g € G and
{aa,plp<r € M. Suppose that f € M. Then {a, ) @ < Kk} € M and consequently
[lo<k @a,f(a) € G- On the other hand, this element is below r and 7 ¢ G, a contradiction.
This completes the proof. O
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Now we show that some distributivity implies that some cardinals are preserved in generic
extensions. First observe that (k, A)-distributivity implies (k’, \')-distributivity for &’ < x and
N < A. This fact can be easily seen using Theorem 13.1. Indeed, if f: K/ — X\ is a “new”
function then any function F': k — A, which extends f, is also “new”. Thus, in particular,
(K, A)-distributivity implies (x, 2)-distributivity (provided A > 2).

Theorem 13.2. Let P be a poset and let k be an infinite cardinal. If RO(P) is (k,2)-
distributive then for each cardinal N < k™, 1p IF “X is a cardinal”.

Proof. Let G be a P-generic filter over a ctm model M of ZFC. Assume first that A < &.
Suppose that f € M[G] is a bijection from 0 onto A\, where § < A. Then f C § x A so, using
Theorem 13.1, we have f € PMICI(§ x X\) = PM(§ x ) since X x § has cardinality at most &
in M. Thus f € M and f is a bijection from § onto A in M, because this property is absolute;
a contradiction. Thus A is a cardinal in M[G].

Assume now that A = kT and suppose that X is not a cardinal in M[G]. Then [A\|MIE] = &
and hence in M[G] there is a bijection from s onto A. This bijection induces a well-order <
on k. Then <€ M because <€ PMIE (k) = PM (k). Hence (k, <) is isomorphic in M to (d, €)
for some ordinal d, which is the order type of <. But the fact that two well-ordered sets are
isomorphic is absolute, so d = k™ in M. This is a contradiction since k < k™. O

There is an important property of partial orders which implies some distributive laws for their
completions. A partially ordered set P is k-closed (k is an infinite cardinal), if for any \ < k,
for any decreasing sequence {ps}a<x C PP there exists p € P such that p < p, holds for every
a < X\. A complete Boolean algebra is (k, co)-distributive if it is (k, A)-distributive for every
cardinal A.

Theorem 13.3. Let k be an infinite cardinal and let P be a k-closed poset. Then for each
A < K, RO(P) is (X, 0o)-distributive.

Proof. Suppose RO(P) is not (A, u)-distributive for some p. Consider the canonical map ¢ =
ip: P — RO(P). There is p € P with i(p) < [[,<» Zﬁ<u aa,p and i(p) - Zfem [Tocr o f) =
Oro(p)- Construct inductively a decreasing sequence {pa fa<x C P and a sequence {g(a)}a<r C
p such that i(pa) <@g g(a)- On limit ordinals we use the fact that P is A-closed. Now, as P is
k-closed, there is ¢ € P with ¢ < p,, for each a < A\. We have i(q) < [[ < @a,g(a) and g < p,
a contradiction. O

Combining the two last theorems we see that a x-closed poset does not collapse cardinals up
to k. Cardinals greater than x can be collapsed, see Section 15.

14. CONTINUUM HYPOTHESIS

Lemma 14.1. Assume that P is a partial order in a ctm M, k € M and in M define
Sp(k) = "RO(P). Then

MI[G] | [P(k)| < |Sp(x)]
for every P-generic filter G over M.

Proof. (a) Let A =PM(% x P) and let i: P — RO(P) be the canonical map. By Lemma 10.1,
PMIC(k) = {valg(z): z € A}. Fix z € A. In M define

fo0) =S i) pe P& piraeal,
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for a € k. Then f; € M and f;: k — RO(P).

(b) Suppose z,y € A and valg(x) # valg(y). If e.g. o € valg(x)\valg(y) then there are p,q € G
such that p IF @ € z and ¢ IF @ ¢ y. Consequently Oropy < i(p) - i(q) < fa() - ~fy(a). It
follows that f, # fy.

(c) Now for a € PMICl(k) in M[G] define
0(a) = {fz: valg(z) =a & z € A}.
Observe that each 6(a) is a nonempty subset of Sp(x). Applying AC in M|[G] we can find a

function ¢ € M[G] such that ¢(a) € 6(a) for a € PMIE (k). By (b) ¢ is 1-1, which completes
the proof. O

For an infinite cardinal cardinal « define C\, = {p C k x 2: Func(p) & |p| < w}, i.e. Cy is the
set of all functions defined on finite subsets of x with values in 2 = {0, 1}. This is called the
Cohen forcing of size k. The partial order of C,; is just the reverse inclusion. Observe that Cy
is isomorphic to a dense subset of the free Boolean algebra of size x, hence it is ccc. Moreover
|RO(Cy)| = k“. Note that 1¢, = 0.

Lemma 14.2. Let k be such a cardinal that k% = k. Then 1¢, IF 2° = R.

Proof. Let M be a fixed ctm. Fix a bijection ¢: kK X w — k. Let G be a Cx-generic filter. Set
g =JG. Then g is a function in M[G]. For any « < k the set

Dy ={peCy: a€dom(p)}
is dense and in M, so D, NG # (. It follows that dom(g) = k. Now set

Eq ={p € Ck: (In € w) p(o(a,n)) # plo(a,m))}.
Observe that E, € M is dense. Hence G N E, # ) so for each a < k there is n € w with
g(o(a,n)) # g(o(a,n)). This means that a map ¢: k — P(w) defined by

p(a) ={n € w: glo(a,n)) =1}
is 1-1. As C,; is ccc, £ is a cardinal in M [G] (see Corollary 12.3). It follows that M [G] = k < 2¥.
On the other hand
M = |“ RO(Cy)| = k¥ =k,

so by Lemma 14.1 we obtain M[G] = 2* = k. O

Corollary 14.3. Con(ZFC) = Con(ZFC + —-CH).

15. COLLAPSING CARDINALS

Lemma 15.1. Let P be a k" -cc poset and assume that [P| < 2% If p e P and p IF |R| = ©
then p Ik 29 = 2.

Proof. First observe that every element of RO(IP) can be represented as the supremum of an
antichain, hence | RO(P)| < (27)" = 2%. By Lemma 14.1, 1p I+ 22 < 2%,

Fix a P-generic filter G with p € G, set § = (2%)M. In the ground model M, there is a 1-1
map f: 6 — (25)M < (25)MIC] In MG, there is a bijection g: (2%)MIE] — (29)MIC] Setting
h = gf, we obtain a 1-1 map from § into (2¢)MI[C]. This shows that M|[G] = 2 < 6. O
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As an application, consider P = (k<% ,D,()). Let G be a P-generic filter over M and set
g = |JG. Observe that g is a function with dom(g) = w. For a < k define

Dy = {0 € k<¥: a €rng(o)}.

It is obvious that D,, is dense, hence D, N G # () which means « € rng(g). Thus rng(g) =
It follows that 1p I- |#| = &. By Lemma 15.1, M[G] |= 2 = |(2%)M]. Note that if M = GCH
then M[G] = GCH +V # L.

Now consider the poset P = (k<“*, D). Observe that P is wi-closed. As above, we can easily
show that if G is a P-generic filter over M then |JG is a function from w; onto . On the
other hand, by Theorems 13.1 and 13.3, PM[C¢l(w) = PM(w). If for instance x = (2*)™ then
MI[G] & 2% = wy. It follows that Con(ZFC) = Con(ZFC + CH).

16. WEAK DISTRIBUTIVITY

A complete Boolean algebra B is weakly (k, A)-distributive provided
1> cas=2> 11 > aap
a<k B< FEX a<k B< f(a)

holds for each indexed collection {ang: @ < k,8 < A} C B. Observe that the inequality >
always holds.

Theorem 16.1. A complete Boolean algebra B is weakly (k, \)-distributive iff
¥ feXNIgedvach (f(a)<ga)ls=1s

Proof. Let M be a ctm of ZFC and let M = “B is weakly (k, A)-distributive”. Fix a B-generic
filter G over M and f € (A9)MIC] Set aqp = |[f(@) = |z for & < k, B < A, where [ is a
name for f. Observe that 3 5 ) aaps € G since an 5 € G for § = f(a). By Proposition 4.4,
[To<k 2-p<x a,s € G. Using weak (k, A)-distributivity of B in M we get

S I D aascc.
ge(A=)M a<r f<g(a)

Thus there exists g € (A*)M such that a, 5 € G for a < k and 3 < g(a). It follows that
MG = (Va <k) f(@) <g(a).

Conversely, suppose that M |= “B is not weakly (x, \)-distributive” and let {an 3: a <k, <
A} € PM(B) be such that

t= 1> aas> 20 11 X das=r

a<k B<A g€ )\K M a<k ﬁ<g(o¢)
Let G be a B-generic filter over M with [ - -r € G. Define
fla) =min{f < A: aqp € G}.

Then f € (M)MIE Suppose g € (\*)M is such that f(a) < g(«) for every a < x. Then
N || Zﬁ<g(a) aq 3 € G, a contradiction. This completes the proof. O
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17. MAXIMAL ALMOST DISJOINT FAMILIES

A collection A C P(k) (k an infinite cardinal) is called almost disjoint (briefly: a.d. ) on &,
if A consists of sets of cardinality x and |a N b| < k whenever a,b € A are distinct. A family
A C P(k) is mazimal almost disjoint (briefly: a m.a.d. family) if it is a maximal with respect
to inclusion a.d. family on k. It is easy and well-known that there is an a.d. family of size
2% on w. More generally, if 2<% = x then there is an a.d. family on s of size 2. Indeed, if
we identify £ with 2<% then setting ay = {0 € 2<": 0 C f}, where f: Kk — 2, we get an a.d.
family {as}seqo,13~ on & of size 2%. Thus, if CH is true then there is an a.d. family on w;
of size 2“1, On the other hand, it is well-known that every m.a.d. family on x has size > &
provided & is regular. Indeed, if {aqs }a<x is an a.d. family on a regular cardinal £ then picking
To € Ga \ Ugc, @¢ we obtain a set b = {2q: @ < x} which has cardinality  and which is
almost disjoint from each a,.

We show that the sentence “there exists an a.d. family on w; of size 2“!” is independent of
ZFCH2Y = 2% = ws.

Theorem 17.1 (Baumgartner). If Con(ZFC) then Con(ZFC+ “every a.d. family on wy has
size < 2¢17).

Proof. Let M be a ctm of ZFC+GCH and let P be the Cohen forcing of size ws. Let G be
a P-generic filter over M. Then P preserves cardinals since it is ccc and M[G] | 2¢ > ws.
Suppose that A ¢ PMIG(w)) is an a.d. family in M[G] of size w3. Let A’ be a name for A.
Choose 7 € M and g € G such that ¢ IF“7: &3 — A’ is a bijection and A’ is an a.d. family
on 03”. Fix {a, B} € [w3]? Set T = {y < wy: ip(q) - || sup(r(@) N 7(B)) = 7|| > 0}. For each
v € T choose p., < ¢ with p, IF sup(7(@) N 7(3)) = 7. Then {py}yer forms an antichain in P.
Thus |T| < w. Let o({a, 3}) = supT. Thus we have defined in M a map ¢: [w3]?> — w;. Let
f =valg(7). Observe that

MIG] = fla) N f(B) € p({e, 5})

for {a, B} € [w3]?. As M |= w3 = (2“1)F, we can apply the theorem of Erdos-Rado in M
to obtain a set K € [w3]“? and ¢ < w; such that p({a, B8}) = £ for all {a, 3} € [K]?. Then
B = {f(a)}ack is an a.d. family on w; in M[G] of size wy. Furthermore the intersection of
each two distinct elements of B is contained in . Define

gle)=f@)\ |J (fl@)nfm),

neank

for a € K. We get a disjoint collection of nonempty subsets of w; of size wo, a contradiction. [

18. KUREPA TREES

Recall that a Kurepa tree is a tree T' with height w1, such that each level of T" is countable and
there are at least wo paths through 7. Here a path through T is a linearly ordered subset of
T which intersects each nonempty level of T', a maximal linearly ordered subset of T is called
a branch. We denote by Lev,(T) the a-th level of T, i.e. the set of all elements x € T such
that the order type of {y € T': y < x} is a. The height of T is denoted by ht(T"), this is the
minimum of ordinals « > 0 such that Lev,(T') = (. For z € T we denote by htp(z) the unique
ordinal « such that x € Levy(T'). A Kurepa tree is a tree T of height w;, with countable levels
and with at least w9 paths.
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We define two posets, the second one “adds a Kurepa tree” that is, assuming CH, in a
generic extension there exists a Kurepa tree. However, there is no proof of Con(ZF) —
Con(ZFC+ “there are no Kurepa trees”) since the last sentence implies that wo is inaccessible
in L (see Kunen [1, Exercise (B9) on page 240]).

A natural example of a tree is T = A<* with inclusion of maps. If A\ = 2 then it is called the
complete binary tree of height k. By a subtree of a tree T' we mean a subset P C T with the
property x e P& y<x = y € P.

Fix an uncountable cardinal x. The Jech k-poset J, is the set of all subtrees p of 2<% such
that there exists a < k with the following properties
ht(p) =a+1& VE<a (Vs e Leve(p) (s7(0),s7(1) € p) & |Leve(p)| < k)

and
VsepdteLevy(p)(s Ct).
For p,q € J,; define p < q iff ¢ = {s € p: hty(s) < ht(q)}. Observe that if £ is regular then
Ip| < K for each p € Jy.
Next we define the Jensen O poset as

J'={(p8):p€lu & S & (VfeS) [ (ht(p)—1)€p},
For (p,S), (p'S’) € J* define (p,S) < (p/,S') iff p<p' and &' C S.

We show that in a J*-generic extension there exists a Kurepa tree, provided that in the ground
model CH holds.

Proposition 18.1. For each cardinal K of uncountable cofinality, J is wi-closed.

Proof. Let {pp}new be a strictly decreasing chain in J, let a,, + 1 = ht(py,), 8 = sup,c,, n
and ¢ = {J,,c, Pn- Then ¢ is a subtree of 2<% of height 3 with all levels of size < . Observe
that for every s € ¢ there is fs: f — 2 such that {f | £&: £ < 8} is a path in ¢ which contains
s. Such a function f; can be constructed by simple induction, using the fact that all p,’s
have successor height. Set d = J,,¢,, Leva, (¢). Observe that |d| < s since cf(x) > w. Define
¢ =qU{fs: se€d}. Then ¢ € J,; and p,, = ¢ for every n € w. O

Proposition 18.2. J* is w;-closed.

Proof. Fix a decreasing chain {(pn,Sn)new in J*. Set S =, c,, Sn and let oy, +1 = ht(py,),
B = sup,,c, an. By Proposition 18.1 there is ¢ € J,, such that p, > go for n € w. We may
assume that ht(q) = 8+ 1. Observe that for f € S and n € w we have f | a,, € p, C ¢. Thus
if we define

¢ =qU{f|p: fes}
then (¢/,S) € J* and (pn,Sn) = (¢, S) for every n € w. O

Proposition 18.3. For each a < wy the set Do, = {(p,S) € J*: ht(p) > a} is dense in JT.

Proof. Fix (p,S) € J* and let ht(p) = 3+ 1. Using Proposition 18.2, we can define inductively
a sequence {p¢le<o such that (pe,S) € JT, ht(pe) > €+ 1 and pe < p for £ < a. Then
(Pay S) < (p, S) and (pa, S) € D -

Proposition 18.4. If CH holds, then J* is ws-cc.
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Proof. First note that if (p,S), (p',S’) € J* are incompatible then p # p’. Now observe that
Jo, C [2<“1]S¥ and, under CH, the last set has cardinality wi. Thus |J,,| = w; and hence
there are no antichains in J* of size > w;. O

Theorem 18.5. Let M = ZFC + CH and let G be a J*-generic filter over M, set T =
U{p: (3S) (p,S) € G}. Then M|G| = “T is a Kurepa tree”.

Proof. By Proposition 18.2 and 18.4, J* adds no new subsets of w and J* preserves cardinals,
S0 w{\/[[G} = WM (2)MIC] = (2)M — () and T is a subtree of 2<“! with countable levels. By

Proposition 18.3, ht(7T") = wy. It remains to check that there are at least wo paths through 7.
Define

B=|J{s: Gp) (n5) G}

Fix f € B. If a < w; then there is p of height > a + 1 such that (p,S) € G for some S. Thus
flaepcCT. It follows that each f € B determines a path through 7. Now it suffices to
show that |B| > ws.

In M[G] define an equivalence relation ~ on 2! as f ~ g iff there is @ < wy with f | (w1 \ ) =
g | (w1 \ ). For f € (2°1)M define in M,
Ep={(p,8)€l": Fa<w)(@geSs) f~g}

Note that ~ is absolute for M and M[G]. Observe that Ey is dense in J*. Indeed, if (p,S) € J7,
h € S and a + 1 = ht(p) then (p,S) > (p,SU{f'}) € Ef where f'(§) = f(§) for £ > a and
J'(&) = h(§) for £ < . Thus G N Ey # () which means that

() MGl (Y fe@)Y)(BgeB) f~g

Now observe that each equivalence class under ~ has cardinality [2<¢“!| = 2¥ = wy in M[G].
Let 7: 2¢ — 24/ be tha canonical surjection. By (*), 7[(2**)M] C n[B]. Furthermore, in
M|G] we have |7[(2“1)M]| = [(2°1)M| > wy. Thus |7[B]| > ws and also B has size at least wo.
This completes the proof. O

19. MORE ABOUT COHEN FORCING

Recall that by C we denote the Cohen forcing of size &, in particular C,, can be regarded as
any non-atomic countable partial order.

Theorem 19.1. 1¢, IF (V f € T®) Bgew®) (Vned) (Tk>n) f(k) =gk).

Proof. Fix a C,-generic filter G over M and fix f € (w*)MIC]. Suppose that p € C,, is such
that pl- fe&® and p - (Vg € @) (3n € @) (Vk > n) f(k) # g(k), where f is a name for
J. Let {q €Cu:q< p} = {pn}neun where pg = p.

Now, in M define inductively ¢, < p, and m, € w sufh that g, I f(n) = my,. Let g =

{(n,my): n € w}. Let N € w be such that py IF (V k> N) f(k) # g(k). Then, also gy forces
the same formula, but on the other hand, ¢y IF f(IN) = §(N), a contradiction. O

Now, let us assume that C,, consists of all finite functions s with dom(s) C w and rng(s) C 2.
Let M C N be two transitive models of ZFC. We say that = € (2)V is a Cohen real over
M if for every dense set D C C,, such that D € M, there exists d € D with d C z. In other
words, z is a Cohen real over M iff the set G = {p € C,: p C z} is a C,,-generic flter over M.
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Observe that the sentence “p forces that r is a Cohen real” is a sentence of the language of
ZF, because it can be written formally as:

pl- (VD e P)Disdensein C = (3deD)dcCr,
where C' = C,, and P = P(C).

Theorem 19.2. Let P be a poset such that 1p I- “there exists a Cohen real”. Then there exists

a complete embedding of C, in RO(P) and consequently RO(C,,) is a complete subalgebra of
RO(P).

Proof. By the Maximal Principle, there exists r such that 1p I “r is a Cohen real”. Let
F={necw: (3k<2)1plr@) =k}

We claim that F is finite. Indeed, otherwise defining f: F' — 2 so that 1p IF r(n) = f(n) and
setting

D={seC,:(3neF)s(n)=1- f(n)}
we define a dense subset of C, and 1p If 5 C r for any s € D, which is a contradiction. Thus
F is finite, so without loss of generality assume that F' = () (consider w \ F' instead of w).
Define f: C, — RO(PP) by setting

flo)=l5crle=)
We will check that f is a complete embedding of posets. Then, by Corollary 5.2, f extends to
a complete monomorphism of RO(C,,) into RO(P).

RO(P
(kaP:pW§CT}

Clearly, f is order preserving and | -preserving. Let A C C, be a maximal antichain. We need
to show that f[A] is a maximal antichain in RO(PP). Fix py € P. By the fact that r is a name
for a C,,-generic real, we have

IplF(3seA)scCr.

Hence, by Theorem 9.4, there exists p < pp and s € A such that p IF§ C r. Hence p < f(s). It
follows that every element of [P is compatible with some element of f[A], so f[A] is a maximal
antichain in RO(P). O

The converse to the above theorem also holds, by Proposition 5.1(b).
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