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Abstract. The paper deals with boundary value problems of the form

$$
\begin{gather*}
x(t)-x(0)-\int_{0}^{t} \mathrm{~d}[A(s)] x(s)=f(t)-f(0), \quad t \in[0,1],  \tag{0.1}\\
M x(0)+\int_{0}^{1} K(\tau) \mathrm{d}[x(\tau)]=r . \tag{0.2}
\end{gather*}
$$

Their solutions are functions regulated on $[0,1]$ and regular on $(0,1)$ (i.e. $2 x(t)=x(t-)+x(t+)$ for all $t \in(0,1)$ ). We assume that $A$ and $K$ have bounded variations on $[0,1], f$ is regulated on $[0,1]$ and all of them are regular on $(0,1)$. We derive conditions for the existence and uniqueness of solutions to the given problem. Furthermore, the relationship between the dimensions of the spaces of solutions of the corresponding homogeneous problem and of its adjoint is established. Special attention is paid to the case when the additional condition (0.2) reduces to the periodic boundary condition $x(0)=x(1)$. It is known (cf. [13]) that in the case that $A$ and $f$ are continuous from the right at $t=0$ and from the left at $t=1$, the equation ( 0.1 ) reduces to the distributional differential equation

$$
\begin{equation*}
x^{\prime}-A^{\prime} x=f^{\prime} . \tag{0.3}
\end{equation*}
$$

Related results concerning the case of solutions left-continuous on $(0,1)$ were obtained in [18] and similar questions for periodic problems and for linear differential equations with distributional coefficients of the form (0.3) were recently treated by Z. Wyderka [21], cf. also [2], [3] or [10].
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## 1. Preliminaries

Throughout the paper $\mathbb{R}^{n \times m}$ denotes the space of real $n \times m$-matrices, $\mathbb{R}^{n}=\mathbb{R}^{n \times 1}$, $R^{1}=R$. Given an $n \times m$-matrix $A \in \mathbb{R}^{n \times m}$, its elements are denoted by $a_{i, j}$, $\operatorname{det}(A)$ and $\operatorname{rank}(A)$ denote respectively its determinant and its rank, $A^{\mathrm{T}}$ stands for its transposition and $|A|=\max _{i=1, \ldots, n} \sum_{j=1}^{m}\left|a_{i, j}\right|$ is its norm, (In particular, $y^{\mathrm{T}}=\left(y_{1}, y_{2}, \ldots, y_{n}\right)$ for $y \in \mathbb{R}^{n}$.) The symbols I and 0 stand respectively for the identity and the zero matrix of the proper type.

For given $n \times n$-matrices $C_{j}, j=1,2, \ldots, p$, the symbol $\prod_{j=1}^{p} C_{j}$ is defined by

$$
\prod_{j=1}^{p} C_{j}=C_{1} C_{2} \ldots C_{p}, \quad \text { while } \quad \prod_{j=0}^{p-1} C_{p-j}=C_{p} C_{p-1} \ldots C_{1} .
$$

As usual, by $[0,1]$ and $(0,1)$ we denote the corresponding closed and open intervals, respectively. Furthermore, $[0,1)$ and $(0,1]$ are the corresponding halfopen intervals.

Any function $F:[0,1] \mapsto \mathbb{R}^{n \times m}$ which possesses finite limits

$$
F(t+)=\lim _{\tau \rightarrow t+} F(\tau) \quad \text { and } \quad F(s-)=\lim _{\tau \rightarrow s-} F(\tau)
$$

for all $t \in[0,1)$ and $s \in(0,1]$ is said to be regulated on $[0,1]$. The linear space of $n \times m$-matrix valued functions regulated on $[0,1]$ is denoted by $\mathbb{G}^{n \times m}$, while $\mathbb{G}_{\text {reg }}^{n \times m}$ stands for the space of functions $F$ from $\mathbb{G}^{n \times m}$ which are regular on $(0,1)$, i.e. which satisfy the relations

$$
\begin{equation*}
F(t)=\frac{F(t-)+F(t+)}{2}, \quad t \in(0,1) . \tag{1.1}
\end{equation*}
$$

Instead of $\mathbb{G}^{n \times 1}$ we write $\mathbb{G}^{n}$. Analogously, $\mathbb{G}_{\text {reg }}^{n \times 1}=\mathbb{G}_{\text {reg }}^{n}$. For $x \in \mathbb{G}^{n}$ we put

$$
\|x\|=\sup _{t \in[0,1]}|x(t)| .
$$

It is well known that both $\mathbb{G}^{n}$ and $\mathbb{G}_{\text {reg }}^{n}$ are Banach spaces with respect to this norm (cf. [7, Theorem 3.6]). Given $F \in \mathbb{G}^{n \times m}$, we put $F(0-)=F(0)$ and $F(1+)=F(1)$ and, for any $t \in[0,1]$, we define

$$
\Delta^{+} F(t)=F(t+)-F(t), \quad \Delta^{-} F(t)=F(t)-F(t-)
$$

and

$$
\Delta F(t)=F(t+)-F(t-) .
$$

As usual, the space of $n \times m$-matrix valued functions continuous on $[0,1]$ is denoted by $\mathbb{C}^{n \times m}$.

For a function $F:[0,1] \mapsto \mathbb{R}^{n \times m}$ and a subdivision $D=\left\{0=\alpha_{0}<\alpha_{1}<\right.$ $\left.\cdots<\alpha_{k}=1\right\}$ of the interval $[0,1]$, we put

$$
v(F, D)=\sum_{j=1}^{k}\left|F\left(\alpha_{j}\right)-F\left(\alpha_{j-1}\right)\right| \quad \text { and } \quad \operatorname{var}_{0}^{1} F=\sup _{D} v(F, D),
$$

where the supremum is taken over all subdivisions $D$ of $[0,1]$. The space of all functions $F:[0,1] \mapsto \mathbb{R}^{n \times m}$ such that $\operatorname{var}_{0}^{1} F<\infty$ is denoted by $\mathbb{B V}^{n \times m}$. It is well known that $\mathbb{B} \mathbb{V}^{n \times m}$ equipped with the norm

$$
F \in \mathbb{B V}^{n \times m} \mapsto\|F\|_{\mathbb{R} V}=|F(0)|+\operatorname{var}_{0}^{1} F
$$

is a Banach space. Obviously, $F \in \mathbb{B V}^{n \times m}$ if and only if all its components $a_{i, j}$ have a bounded variation on $[0,1]$. The space of all functions $F \in \mathbb{B V}^{n \times m}$ which are regular on $[0,1]$ (i.e. satisfy the relation (1.1)) is denoted by $\mathbb{B V}_{\text {reg }}^{n \times m}$. Instead of $\mathbb{B V}^{n \times 1}$ or $\mathbb{B V}_{\text {reg }}^{n \times 1}$ we write $\mathbb{B V}^{n}$ or $\mathbb{B V}_{\text {reg }}^{n}$, respectively.

For more details concerning regulated functions or functions of bounded variation see [1], [7], [4] or [6], respectively.

For given linear spaces $\mathbb{X}$ and $\mathbb{Y}$, the symbol $\mathcal{L}(\mathbb{X}, \mathbb{Y})$ denotes the linear space of linear bounded mappings of $\mathbb{X}$ into $\mathbb{Y}$. If $L \in \mathcal{L}(\mathbb{X}, \mathbb{Y})$ then $\mathcal{R}(\mathrm{L}), \mathcal{N}(\mathrm{L})$ and $\mathrm{L}^{*}$ denote its range, null space and adjoint operator, respectively. For a given linear bounded functional $\xi \in \mathbb{X}^{*}$, its value on $x \in \mathbb{X}$ is denoted by $\langle x, \xi\rangle_{\mathbb{X}}$.

The integrals which occur in this paper are the Perron-Stieltjes ones. In particular, we make use of the equivalent definition of these integrals due to J. Kurzweil (cf. e.g. [8], [9], [15] and [16]). Let us recall here that if $A \in \mathbb{G}^{n \times n}$, $x \in \mathbb{G}^{n}$ and at least one of them has a bounded variation on $[0,1]$ then the integral

$$
\int_{0}^{t} \mathrm{~d}[A(\tau)] x(\tau)
$$

exists for any $t \in[0,1]$ and the function

$$
h: t \in[0,1] \mapsto \int_{0}^{t} \mathrm{~d}[A(\tau)] x(\tau) \in \mathbb{R}^{n}
$$

is regulated on $[0,1]$ (cf. [17, Theorem 2.8]). Moreover, if $A \in \mathbb{B V}^{n \times n}$ then $h \in \mathbb{B V}^{n \times n}$ and if $A \in \mathbb{B V}_{\text {reg }}^{n \times n}$ then $h \in \mathbb{B V}_{\text {reg }}^{n}$, as well. Finally, let us recall that by [19, Theorem 2.7] the left hand side of the additional condition

$$
M x(0)+\int_{0}^{1} K(\tau) \mathrm{d}[x(\tau)]=r
$$

represents the general form of a linear bounded mapping of the space $\mathbb{G}_{\text {reg }}^{n}$ into $\mathbb{R}^{m}$. Some further details concerning the integration with respect to regulated functions may be found in [17].

Distributions are considered in the sense of L. Schwartz, i.e. as linear continuous ( $n$-vector valued) functionals on the topological vector space $\mathcal{D}^{n}$ of functions $\varphi: \mathbb{R} \mapsto \mathbb{R}^{n}$ possessing for any $j \in \mathbb{N} \cup\{0\}$ a derivative $\varphi^{(j)}$ of the order $j$ which is continuous on $\mathbb{R}$ and such that $\varphi^{(j)}(t)=0$ for any $t \in \mathbb{R} \backslash(0,1)$. The space $\mathcal{D}^{n}$ is endowed with the topology in which the sequence $\varphi_{k} \in \mathcal{D}^{n}$ tends to $\varphi_{0} \in \mathcal{D}^{n}$ in $\mathcal{D}^{n}$ if and only if

$$
\lim _{k \rightarrow \infty}\left\|\varphi_{k}^{(j)}-\varphi_{0}^{(j)}\right\|=0
$$

for all non negative integers $j$. The space of distributions on $[0,1]$ (i.e. the dual space to $\mathcal{D}^{n}$ ) is denoted by $\mathcal{D}^{n *}$. The zero distribution $0 \in \mathcal{D}^{n *}$ on $[0,1]$ is identified with an arbitrary measurable function vanishing a.e. on $[0,1]$. Obviously, if $f \in \mathbb{G}$ then $f=0 \in \mathcal{D}^{n *}$ only if $f(t-)=f(s+)=0$ for all $t \in(0,1]$ and all $s \in[0,1)$. Consequently, if $f \in \mathbb{G}_{\mathrm{reg}}^{n}$ and $f(0+)=f(0)$ and $f(1-)=f(1)$, then $f=0 \in \mathcal{D}^{n *}$ if and only if $f(t)=0$ for all $t \in[0,1]$. This means that for a given function $g$ Lebesgue integrable on $[0,1]$ there may exist at most one function $f \in \mathbb{G}_{\text {reg }}^{n}$ such that $f(0+)=f(0), f(1-)=f(1)$ and $f(t)=g(t)$ a.e. on $[0,1]$. For a given $f \in \mathcal{D}^{n *}, f^{\prime}$ denotes its distributional derivative, i.e.

$$
f^{\prime}: \varphi \in \mathcal{D}^{n} \mapsto\left\langle f^{\prime}, \varphi\right\rangle_{\mathcal{D}^{n}}=-\left\langle f, \varphi^{\prime}\right\rangle_{\mathcal{D}^{n}}
$$

For more details concerning distributions see e.g. [5] or [14].
Similarly as in [11] we define for given $x \in \mathbb{G}_{\text {reg }}^{n}$ and $A \in \mathbb{B V}_{\text {reg }}^{n \times n}$

$$
\begin{equation*}
A^{\prime} x: \varphi \in \mathcal{D}^{n} \mapsto\left\langle A^{\prime} x, \varphi\right\rangle_{\mathcal{D}^{n}}=\int_{0}^{1} \varphi^{\mathrm{T}}(t) \mathrm{d}\left[\int_{0}^{t} \mathrm{~d}[A(\tau)] x(\tau)\right] \tag{1.2}
\end{equation*}
$$

and

$$
\begin{equation*}
A x^{\prime}: \varphi \in \mathcal{D}^{n} \mapsto\left\langle A x^{\prime}, \varphi\right\rangle_{\mathcal{D}^{n}}=\int_{0}^{1} \varphi^{\mathrm{T}}(t) \mathrm{d}\left[\int_{0}^{t} A(t) \mathrm{d}[x(t)]\right] . \tag{1.3}
\end{equation*}
$$

It follows (cf. [13]) that the relations

$$
\begin{equation*}
A^{\prime} x=\left(\int_{0}^{t} \mathrm{~d}[A(\tau)] x(\tau)\right)^{\prime} \quad \text { and } \quad A x^{\prime}=\left(\int_{0}^{t} A(\tau) \mathrm{d}[x(\tau)]\right)^{\prime} \tag{1.4}
\end{equation*}
$$

are true. Making use of the integration-by-parts formula (cf. [17, Proposition $1.2]$ ) it is easy to verify that for any couple of functions $x \in \mathbb{G}_{\text {reg }}^{n}, A \in \mathbb{B V}_{\text {reg }}^{n \times n}$ the relation $(A x)^{\prime}=A x^{\prime}+A^{\prime} x$ is true (cf. [13]).

## 2. General boundary value problem

Throughout the paper we assume
2.1. Assumptions. $0 \leq m \leq 2 n, A \in \mathbb{B V}_{\text {reg }}^{n \times n}, f \in \mathbb{G}_{\text {reg }}^{n}, M \in \mathbb{R}^{m \times n}, K \in$ $\mathbb{B V}^{m \times n}, r \in \mathbb{R}^{m}$ and

$$
\operatorname{det}\left(\mathrm{I}+\Delta^{+} A(0)\right) \operatorname{det}\left(\mathrm{I}-\left[\Delta^{-} A(t)\right]^{2}\right) \operatorname{det}\left(\mathrm{I}-\Delta^{-} A(1)\right) \neq 0
$$

for all $t \in(0,1)$.
We will consider the boundary value problem (0.1), (0.2). An $n$-vector valued function $x:[0,1] \mapsto \mathbb{R}^{n}$ is said to be its solution if it belongs to $\mathbb{G}_{\text {reg }}^{n}$ and satisfies (0.1) and (0.2).

It is known (cf. [13, Proposition 2.3]) that if

$$
\begin{equation*}
A(0+)=A(0), f(0+)=f(0), A(1-)=A(1) \text { and } f(1-)=f(1) \tag{2.1}
\end{equation*}
$$

then $x \in \mathbb{G}_{\text {reg }}^{n}$ is a solution to (0.1) on $[0,1]$ if and only if the relation

$$
\int_{0}^{1} \varphi^{\mathrm{T}}(t) \mathrm{d}\left[x(t)-\int_{0}^{t} \mathrm{~d}[A(\tau)] x(\tau)-f(t)\right]=0
$$

holds for all $\varphi \in \mathcal{D}^{n}$, i.e. if and only if $x^{\prime}-A^{\prime} x-f^{\prime}$ is the zero distribution. In other words, if (2.1) is true, then the equation (0.1) is equivalent to the distributional differential equation (0.3).

It is also known (cf. e.g. [16, Section III.2] or [15, Theorems 6.15 and 6.17]) that under our assumptions there exists $U:[0,1] \times[0,1] \mapsto \mathbb{R}^{n \times n}$ such that $x:[0,1] \mapsto \mathbb{R}^{n}$ is a solution to (0.1) on $[0,1]$ if and only if

$$
\begin{align*}
x(t)=U( & t, 0) x(0)+f(t)-f(0)  \tag{2.2}\\
& -\int_{0}^{t} \mathrm{~d}_{\tau}[U(t, \tau)](f(\tau)-f(0)) \quad \text { on } \quad[0,1] .
\end{align*}
$$

The function $U$ is uniquely determined by the relations

$$
\begin{equation*}
U(t, s)=\mathrm{I}+\int_{s}^{t} \mathrm{~d}[A(\tau)] U(\tau, s) \quad \text { for all } t, s \in[0,1] \tag{2.3}
\end{equation*}
$$

Furthermore, it satisfies the relations

$$
U(t, \tau) U(\tau, s)=U(t, s) \text { and } \operatorname{det}(U(t, s)) \neq 0 \text { for all } t, s, \tau \in[0,1] .
$$

Inserting (2.2) into (0.2) we get the following assertion.
2.2. Proposition. Under the assumptions 2.1 the problem (0.1), (0.2) possesses a unique solution for any $f \in \mathbb{G}_{\text {reg }}^{n}$ and any $r \in \mathbb{R}^{m}$ if and only if

$$
\begin{equation*}
m=n \quad \text { and } \quad \operatorname{dim} \mathcal{N}(\mathrm{L})=0, \tag{2.4}
\end{equation*}
$$

or equivalently if and only if

$$
\begin{equation*}
m=n \quad \text { and } \quad \operatorname{det}\left(M+\int_{0}^{1} K(\tau) \mathrm{d}_{\tau}[U(\tau, 0)]\right) \neq 0 \tag{2.5}
\end{equation*}
$$

Proof. The problem (0.1), (0.2) obviously possesses a solution if and only if there is $c \in \mathbb{R}^{n}$ such that

$$
\begin{equation*}
D c=b, \tag{2.6}
\end{equation*}
$$

where

$$
D=M+\int_{0}^{1} K(\tau) \mathrm{d}_{\tau}[U(\tau, 0)]
$$

and

$$
\left.b=r-\int_{0}^{1} K(\tau) d[f(\tau)]+\int_{0}^{1} K(\tau) \mathrm{d}_{\tau}\left[\int_{0}^{\tau} \mathrm{d}_{s}[U(\tau, s)] f(s)-f(0)\right)\right]
$$

and this solution is then given by $(2.2)$, where we put $x(0)=c$. Consequently, the problem (0.1), (0.2) possesses for any $(f, r) \in \mathbb{G}_{\text {reg }}^{n} \times \mathbb{R}^{m}$ a unique solution if and only if for any $b \in \mathbb{R}^{m}$ the equation (2.6) possesses a unique solution $c \in \mathbb{R}^{n}$. Obviously, this is possible if and only if $m=n$ and the homogeneous equation $D c=0$ possesses only the trivial solution $c=0$, i.e. if and only if (2.5) is true or equivalently if and only if (2.4) is true.
2.3. Definition. For given $x \in \mathbb{G}_{\text {reg }}^{n}$ and $t \in[0,1]$, we define

$$
\begin{equation*}
(\mathrm{L} x)(t)=\binom{\left.x(t)-x(0)-\int_{0}^{t} \mathrm{~d}[A(\tau)] \tau\right)}{M x(0)+\int_{0}^{1} K(\tau) d[x(\tau)]} \tag{2.7}
\end{equation*}
$$

Using Definition 2.3 we can rewrite the problem (0.1), (0.2) as the operator equation

$$
\mathrm{L} x=\binom{f(t)-f(0)}{r}
$$

Furthermore, $\mathrm{L} \in \mathcal{L}\left(\mathbb{G}^{n}, \mathbb{G}^{n} \times \mathbb{R}^{m}\right)$ (cf. [17, Proposition 2.16 and Theorem 2.8]). As we noticed in Section 1 the function $h$ given by

$$
h: t \in[0,1] \mapsto \int_{0}^{t} \mathrm{~d}[A(\tau)] x(\tau) \in \mathbb{R}^{n}
$$

belongs to $\mathbb{G}_{\text {reg }}^{n}$ for any $x \in \mathbb{G}^{n}$. Consequently, $\mathrm{L} \in \mathcal{L}\left(\mathbb{G}_{\text {reg }}^{n}, \mathbb{G}_{\text {reg }}^{n} \times \mathbb{R}^{m}\right)$. Moreover, analogously as it was done for the case of solutions left-continuous on $(0,1]$ in the proof of [18, Proposition 2.6] we could utilize the formula (2.2) to show the following assertion.
2.4. Theorem. Let us assume 2.1 and let the operator L be given by (2.7). Then the range $\mathcal{R}(\mathrm{L})$ of the operator L is closed in $\mathbb{G}_{\text {reg }}^{n} \times \mathbb{R}^{m}$.

Furthermore, in virtue of $\left[19\right.$, Theorem 2.7], $\mathbb{B V}^{n} \times \mathbb{R}^{n} \times \mathbb{R}^{m}$ is the dual space to $\mathbb{G}_{\text {reg }}^{n} \times \mathbb{R}^{m}$, while for given $y \in \mathbb{B V}^{n}, \gamma \in \mathbb{R}^{n}$ and $\delta \in \mathbb{R}^{m}$, the corresponding linear bounded functional is given by

$$
\begin{align*}
(g, r) \in \mathbb{G}_{\mathrm{reg}}^{n} & \times \mathbb{R}^{m} \mapsto  \tag{2.8}\\
& \langle(g, r),(y, \gamma, \delta)\rangle_{\mathbb{G}_{\mathrm{reg}}^{n} \times \mathbb{R}^{m}}:=\gamma^{\mathrm{T}} g(0)+\int_{0}^{1} y^{\mathrm{T}}(\tau) \mathrm{d}[g(\tau)]+\delta^{\mathrm{T}} r .
\end{align*}
$$

Let $x \in \mathbb{G}_{\text {reg }}^{n}, y \in \mathbb{B V}^{n}, \gamma \in \mathbb{R}^{n}$ and $\delta \in \mathbb{R}^{m}$ be given. Then in virtue of (2.8) and of the Substitution Theorem (cf. [17, Theorem 2.19]) we have

$$
\begin{align*}
& \langle\mathrm{L} x,(y, \gamma, \delta)\rangle_{\mathbb{G}_{\mathrm{reg}}^{n} \times \mathbb{R}^{m}}=\int_{0}^{1}\left(y^{\mathrm{T}}(t)+\delta^{\mathrm{T}} K(t)\right) \mathrm{d}[x(t)]  \tag{2.9}\\
& \quad+\delta^{\mathrm{T}} M x(0)+\int_{0}^{1} \mathrm{~d}\left[\int_{t}^{1} y^{\mathrm{T}}(\tau) \mathrm{d}[A(\tau)]\right] x(t) .
\end{align*}
$$

Furthermore, integrating by parts (cf. [17, Theorem 2.15]) we obtain

$$
\begin{align*}
\int_{0}^{1} \mathrm{~d} & {\left[\int_{t}^{1} y^{\mathrm{T}}(\tau) \mathrm{d}[A(\tau)]\right] x(t) }  \tag{2.10}\\
= & -\left(\int_{0}^{1} y^{\mathrm{T}}(\tau) \mathrm{d}[A(\tau)]\right) x(0)-\int_{0}^{1}\left(\int_{t}^{1} y^{\mathrm{T}}(\tau) \mathrm{d}[A(\tau)]\right) \mathrm{d}[x(t)] \\
& +y^{\mathrm{T}}(0) \Delta^{+} A(0) \Delta^{+} x(0)-y^{\mathrm{T}}(1) \Delta^{-} A(1) \Delta^{-} x(1)
\end{align*}
$$

Define

$$
\widetilde{A}(t)=\left\{\begin{array}{cl}
A(0+) & \text { if } t=0  \tag{2.11}\\
A(t) & \text { if } t \in(0,1) \\
A(1-) & \text { if } t=1
\end{array}\right.
$$

Then making use of [17, Corollary 2.14] for any $t \in[0,1]$ we get

$$
\begin{equation*}
\int_{t}^{1} y^{\mathrm{T}}(\tau) \mathrm{d}[(\widetilde{A}(\tau)-A(\tau))]=-y^{\mathrm{T}}(1) \Delta^{-} A(1)+z^{\mathrm{T}}(t) \tag{2.12}
\end{equation*}
$$

where

$$
z^{\mathrm{T}}(t)=\left\{\begin{array}{cl}
-y^{\mathrm{T}}(0) \Delta^{+} A(0) & \text { if } t=0, \\
0 & \text { if } t \in(0,1), \\
y^{\mathrm{T}}(1) \Delta^{-} A(1) & \text { if } t=1 .
\end{array}\right.
$$

On the other hand, according to [17, Proposition 2.12] we have

$$
\int_{0}^{1} z^{\mathrm{T}}(t) \mathrm{d}[x(t)]=y^{\mathrm{T}}(1) \Delta^{-} A(1) \Delta^{-} x(1)-y^{\mathrm{T}}(0) \Delta^{+} A(0) \Delta^{+} x(0) .
$$

Thus, with respect to (2.12), we have

$$
\begin{aligned}
& y^{\mathrm{T}}(1) \Delta^{-} A(1) \Delta^{-} x(1)-y^{\mathrm{T}}(0) \Delta^{+} A(0) \Delta^{+} x(0) \\
& \quad=-\int_{0}^{1}\left(\int_{t}^{1} y^{\mathrm{T}}(\tau) \mathrm{d}[\widetilde{A}(\tau)-A(\tau)]+y^{\mathrm{T}}(1) \Delta^{-} A(1)\right) \mathrm{d}[x(t)]
\end{aligned}
$$

and the relation (2.10) reduces to

$$
\begin{aligned}
\int_{0}^{1} \mathrm{~d} & {\left[\int_{t}^{1} y^{\mathrm{T}}(\tau) \mathrm{d}[A(\tau)]\right] x(t)=-\left(\int_{0}^{1} y^{\mathrm{T}}(\tau) \mathrm{d}[A(\tau)]\right) x(0) } \\
& -\int_{0}^{1}\left(\int_{t}^{1} y^{\mathrm{T}}(\tau) \mathrm{d}[\widetilde{A}(\tau)]-y^{\mathrm{T}}(1) \Delta^{-} A(1)\right) \mathrm{d}[x(t)]
\end{aligned}
$$

Thus

$$
\begin{aligned}
& \langle\mathrm{L} x,(y, \gamma, \delta)\rangle_{\mathbb{G}_{\mathrm{reg}} \times \mathbb{R}^{m}} \\
& \quad=\int_{0}^{1}\left(y^{\mathrm{T}}(t)+\delta^{\mathrm{T}} K(t)-\int_{t}^{1} y^{\mathrm{T}}(\tau) \mathrm{d}[\widetilde{A}(\tau)]-y^{\mathrm{T}}(1) \Delta^{-} A(1)\right) \mathrm{d}[x(t)] \\
& \quad+\left(\delta^{\mathrm{T}} M-\int_{0}^{1} y^{\mathrm{T}}(t) \mathrm{d}[A(t)]\right) x(0)
\end{aligned}
$$

With respect to the definition of the adjoint operator this completes the proof of the following assertion.
2.5. Theorem. Let us assume 2.1. Then the operator

$$
\begin{aligned}
& \stackrel{*}{\mathrm{~L}}:\left(y^{T}, \gamma^{T}, \delta^{T}\right) \in \mathbb{B}^{n} \times \mathbb{R}^{n} \times \mathbb{R}^{m} \mapsto \\
& \left(y^{T}(t)+\delta^{T} K(t)-\int_{t}^{1} y^{T}(\tau) \mathrm{d}[\widetilde{A}(\tau)]-y^{T}(1) \Delta^{-} A(1),\right. \\
& \\
& \left.\delta^{T} M-\int_{0}^{1} y^{T}(\tau) \mathrm{d}[A(\tau)]\right) \quad \in \mathbb{B}^{n} \times \mathbb{R}^{n}
\end{aligned}
$$

is the adjoint operator to L .
2.6. Corollary. Let us assume 2.1 and let $\widetilde{A}$ be given by (2.11). Then the problem (0.1), (0.2) possesses a solution in $\mathbb{G}_{\text {reg }}^{n}$ if and only if

$$
\begin{equation*}
\int_{0}^{1} y^{T}(\tau) \mathrm{d}[f(\tau)]+\delta^{T} r=0 \tag{2.13}
\end{equation*}
$$

holds for any couple $(y, \delta) \in \mathbb{B V}^{n} \times \mathbb{R}^{m}$ verifying the system

$$
\begin{align*}
y^{T}(s)-y^{T}(1)-\int_{s}^{1} y^{T}(\tau) \mathrm{d}[\widetilde{A}(\tau)]-\delta^{T}(K(1)-K(s)) & =0, s \in[0,1],  \tag{2.14}\\
y^{T}(0)\left[\mathrm{I}+\Delta^{+} A(0)\right]+\delta^{T}[K(0)-M] & =0,  \tag{2.15}\\
y^{T}(1)\left[\mathrm{I}-\Delta^{-} A(1)\right]+\delta^{T} K(1) & =0 . \tag{2.16}
\end{align*}
$$

Proof. For a given $f \in \mathbb{G}_{\text {reg }}^{n}$ and $t \in[0,1]$, let us put $g(t)=f(t)-f(0)$. Then

$$
\left\langle(g, r),(y, \gamma, \delta\rangle_{\mathbb{G}_{\text {reg }}^{n} \times \mathbb{R}^{m}}=\int_{0}^{1} y^{\mathrm{T}}(\tau) \mathrm{d}[f(\tau)]+\delta^{\mathrm{T}} r\right.
$$

holds for all $f \in \mathbb{G}_{\text {reg }}^{n}, r \in \mathbb{R}^{m}, y \in \mathbb{B V}^{n}, \gamma \in \mathbb{R}^{n}$ and $\delta \in \mathbb{R}^{m}$. Thus, by Theorems 2.4 and 2.5 (cf. (2.8) and (2.10), as well) the problem (0.1), (0.2) (or equivalently the operator equation $\mathrm{L} x=(g, r))$ possesses a solution if and only if (2.13) is true for any solution $(y, \gamma, \delta) \in \mathbb{B V}^{n} \times \mathbb{R}^{n} \times \mathbb{R}^{m}$ of the system

$$
\begin{align*}
y^{\mathrm{T}}(s) & =\int_{s}^{1} y^{\mathrm{T}}(\tau) \mathrm{d}[\widetilde{A}(\tau)]-\delta^{\mathrm{T}} K(s)-y^{\mathrm{T}}(1) \Delta^{-} A(1) \quad \text { on }[0,1]  \tag{2.17}\\
0 & =\int_{0}^{1} y^{\mathrm{T}}(\tau) \mathrm{d}[A(\tau)]-\delta^{\mathrm{T}} M .
\end{align*}
$$

(Notice that for $\gamma$ we did not obtain any condition and $\gamma$ does not appear in the condition (2.13), as well.)

Now, making use of (2.12), it is easy to verify that the systems (2.14)-(2.16) and (2.17) are equivalent and this completes the proof.
2.7. Corollary. Let us assume 2.1 and let $\widetilde{A}$ be given by (2.11). Then the periodic boundary value problem (0.1),

$$
\begin{equation*}
x(0)=x(1) \tag{2.18}
\end{equation*}
$$

possesses a solution in $\mathbb{G}_{\text {reg }}^{n}$ if and only if

$$
\int_{0}^{1} y^{T}(s) f(s) \mathrm{d} s=0
$$

holds for any solution $y \in \mathbb{B V}^{n}$ of the system

$$
\begin{gather*}
y^{T}(s)=y^{T}(1)+\int_{s}^{1} y^{T}(\tau) \mathrm{d}[\widetilde{A}(\tau)], \quad t \in[0,1]  \tag{2.19}\\
y^{T}(0)\left[\mathrm{I}+\Delta^{+} A(0)\right]=y^{T}(1)\left[\mathrm{I}-\Delta^{-} A(1)\right] \tag{2.20}
\end{gather*}
$$

Proof. If we put

$$
\begin{equation*}
M=0 \quad \text { and } \quad K(t) \equiv \mathrm{I} \text { on }[0,1] \tag{2.21}
\end{equation*}
$$

then the condition (2.18) takes the form (0.2). Inserting (2.21) into (2.14)-(2.16) we obtain (2.19) and (2.20).
2.8. Definition. The system (2.14)-(2.16) is said to be the adjoint problem to (0.1), (0.2) (or to the corresponding homogeneous problem $\mathrm{L} x=0$ ).
2.9. Remark. Obviously, $y \in \mathbb{B} \mathbb{V}_{\text {reg }}^{n}$ whenever $y$ is a solution of (2.19). Hence, making use of the definition (1.2) (cf. also (1.4)) the equation (2.19) can be rewritten as the distributional differential equation $y^{\prime}=-\left(\widetilde{A}^{\mathrm{T}}\right)^{\prime} y$.
2.10. Remark. If in addition to 2.1 we assumed also $\Delta^{+} A(0)=0$ and $\Delta^{-} A(1)=$ 0 , then the adjoint problems (2.14)-(2.16) and (2.19), (2.20) would reduce to the systems

$$
(2.14), \quad y^{\mathrm{T}}(0)=-\delta^{\mathrm{T}}(K(0)-M), \quad y^{\mathrm{T}}(1)=-\delta^{\mathrm{T}} K(1)
$$

and

$$
y^{\prime}=-\left(\widetilde{A}^{\mathrm{T}}\right)^{\prime} y, \quad y^{\mathrm{T}}(0)=y^{\mathrm{T}}(1)
$$

respectively.

## 3 . Adjoint problem

In this section we will consider the adjoint problem (2.14)-(2.16) to the given problem (0.1), (0.2). In addition to 2.1 we will assume also that

$$
\begin{equation*}
\operatorname{det}\left(\mathrm{I}-\Delta^{+} A(0)\right) \operatorname{det}\left(\mathrm{I}+\Delta^{-} A(1)\right) \neq 0 \tag{3.1}
\end{equation*}
$$

Obviously, under assumptions 2.1, for the function $\widetilde{A}$ given by (2.11) we have

$$
\widetilde{A} \in \mathbb{B}^{\operatorname{reg}}{ }_{\text {reg }}^{n \times n}, \quad \widetilde{A}(0+)=\widetilde{A}(0), \quad \widetilde{A}(1-)=\widetilde{A}(1)
$$

and

$$
\operatorname{det}\left(\mathrm{I}-\left(\Delta^{-} \widetilde{A}(s)\right)^{2}\right) \neq 0 \text { on }[0,1]
$$

(Let us notice that according to the conventions introduced in Section 1, we put $\Delta^{-} \widetilde{A}(0)=\Delta^{+} \widetilde{A}(1)=0$.) Hence, for given $\delta \in \mathbb{R}^{m}$ and $\eta \in \mathbb{R}^{n}$, the equation (2.14) possesses a unique solution $y$ on $[0,1]$ such that $y(1)=\eta$ (cf. [16, Section III.4]). This solution is given on $[0,1]$ by

$$
\begin{array}{rl}
y^{\mathrm{T}}(s)=\eta^{\mathrm{T}} & V(1, s)-\delta^{\mathrm{T}}(K(s)-K(1))  \tag{3.2}\\
& -\delta^{\mathrm{T}} \int_{s}^{1}(K(\tau)-K(1)) \mathrm{d}_{s}[V(\tau, s)], \quad s \in[0,1],
\end{array}
$$

where $V$ is an $n \times n$-matrix valued function uniquely determined on $[0,1] \times[0,1]$ by the relation

$$
\begin{equation*}
V(t, s)=\mathrm{I}+\int_{s}^{t} V(t, \tau) \mathrm{d}[\widetilde{A}(\tau)], \quad t, s \in[0,1] . \tag{3.3}
\end{equation*}
$$

Let $s, t \in[0,1]$ such that $0 \leq s \leq t \leq 1$ be given. Inserting (2.3) and (3.3) into the expression

$$
W(t, s):=\int_{s}^{t} \mathrm{~d}_{\tau}[V(t, \tau)] U(\tau, t)+\int_{s}^{t} V(t, \tau) \mathrm{d}_{\tau}[U(\tau, t)]
$$

and making use of the Substitution Theorem (cf. [17, Theorem 2.19]) we get

$$
\begin{aligned}
W(t, s) & =\int_{s}^{t} V(t, \tau) \mathrm{d}[A(\tau)-\widetilde{A}(\tau)] U(\tau, t) \\
& =V(t, s) \Delta^{+}(A(s)-\widetilde{A}(s)) U(s, t)+\Delta^{-}(A(t)-\widetilde{A}(t)) \\
& =\left\{\begin{array}{ccc}
-\Delta^{+} A(0) & \text { if } s=0 \\
0 & \text { if } & s>0
\end{array}\right\}+\left\{\begin{array}{cc}
0 & \text { if } t<1 \\
\Delta^{-} A(1) & \text { if } t=1
\end{array}\right\} .
\end{aligned}
$$

On the other hand, the integration-by-parts formula when applied to $W(t, s)$ yields

$$
\begin{aligned}
W(t, s)=\mathrm{I}- & V(t, s) U(s, t)+\Delta^{-} \widetilde{A}(t) \Delta^{-} A(t) \\
& -V(t, s) \Delta^{+} \widetilde{A}(s) \Delta^{+} A(s) U(s, t)
\end{aligned}
$$

where the relations

$$
\begin{array}{ll}
U(t+, s)-U(t, s)=\Delta^{+} A(t) U(t, s), & t \in(0,1], s \in[0,1]  \tag{3.4}\\
V(t, s+)-V(t, s)=-V(t, s) \Delta^{+} \widetilde{A}(s), & t \in[0,1], s \in[0,1) \\
U(t, s)-U(t-, s)=\Delta^{-} A(t) U(t, s), & t \in(0,1], s \in[0,1] \\
V(t, s)-V(t, s-)=-V(t, s) \Delta^{-} \widetilde{A}(s) & t \in[0,1], s \in(0,1]
\end{array}
$$

which follow from (2.3) and (3.3) were utilized.
Similarly as in the proof of [16, Theorem III.4.1] we can complete the proof of the following assertion giving the relationship between the functions $U$ and $V$.
3.1. Proposition. Let us assume 2.1 and (3.1) and let the functions $U$ and $V$ be respectively given by (2.3) and (3.3). Then

$$
\begin{align*}
V(t, s) & {\left[\mathrm{I}-\Delta^{+} \widetilde{A}(s)\right]\left[\mathrm{I}+\Delta^{+} A(s)\right] } & &  \tag{3.5}\\
& =\left[\mathrm{I}+\Delta^{-} \widetilde{A}(t)\right]\left[\mathrm{I}-\Delta^{-} A(t)\right] U(t, s) & & \text { if } 0 \leq s<t \leq 1, \\
V(t, t) & =U(t, t)=\mathrm{I} & & \text { for all } t \in[0,1], \\
V(t, s) & {\left[\mathrm{I}+\Delta^{-} \widetilde{A}(s)\right]\left[\mathrm{I}-\Delta^{-} A(s)\right] } & & \\
& =\left[\mathrm{I}-\Delta^{+} \widetilde{A}(t)\right]\left[\mathrm{I}+\Delta^{+} A(t)\right] U(t, s) & & \text { if } 0 \leq t<s \leq 1 .
\end{align*}
$$

3.2. Corollary. Under the assumptions of Proposition 3.1 the following relations are true

$$
\begin{array}{ll}
V(0,0)=U(0,0) & =\mathrm{I}  \tag{3.6}\\
V(t, 0)\left[\mathrm{I}+\Delta^{+} A(0)\right] & =\left[\mathrm{I}-\left(\Delta^{-} A(t)\right)^{2}\right] U(t, 0) \\
V(1,0)\left[\mathrm{I}+\Delta^{+} A(0)\right] & =\left[\mathrm{I}-\Delta^{-} A(1)\right]
\end{array} \quad U(1,0), ~ l e(0,1), ~ 子 \begin{array}{ll} 
\\
V(1, s)\left[\mathrm{I}-\left(\Delta^{+} A(s)\right)^{2}\right]=\left[\mathrm{I}-\Delta^{-} A(1)\right] & U(1, s) \\
V(1,1)=U(1,1)=\mathrm{I} . & \square
\end{array}
$$

3.3. Proposition. Let us assume 2.1 and (3.1) and let the $m \times n$-matrix valued function $Z$ be given by

$$
\begin{align*}
Z(s)= & K(1) \Delta^{-} A(1)\left[\mathrm{I}-\Delta^{-} A(1)\right]^{-1} V(1, s)  \tag{3.7}\\
& +K(s)+\int_{s}^{1} K(\tau) \mathrm{d}_{\tau}[V(\tau, s)], \quad s \in[0,1] .
\end{align*}
$$

Then a couple $(y, \delta) \in \mathbb{B V}^{n} \times \mathbb{R}^{m}$ is a solution to the problem (2.14)-(2.16) if and only if

$$
\begin{equation*}
y^{T}(s)=-\delta^{T} Z(s) \quad \text { on }[0,1] \tag{3.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\delta^{T}\left(M+\int_{0}^{1} K(\tau) \mathrm{d}_{\tau} U(\tau, 0)\right)=0 . \tag{3.9}
\end{equation*}
$$

Proof. Since $\left(\left[\mathrm{I}-\Delta^{-} A(1)\right]^{-1}-\mathrm{I}\right)\left[\mathrm{I}-\Delta^{-} A(1)\right]=\Delta^{-} A(1)$, we have

$$
\begin{equation*}
\left[\mathrm{I}-\Delta^{-} A(1)\right]^{-1}-\mathrm{I}=\Delta^{-} A(1)\left[\mathrm{I}-\Delta^{-} A(1)\right]^{-1} \tag{3.10}
\end{equation*}
$$

A couple $(y, \delta) \in \mathbb{B V}^{n} \times \mathbb{R}^{m}$ is a solution to (2.14)-(2.16) if and only if $y$ is given on $[0,1]$ by (3.2), where $\eta \in \mathbb{R}^{n}$ is such that (2.15) and (2.16) are satisfied. Inserting (3.2) into (2.16) we obtain

$$
\eta^{\mathrm{T}}=-\delta^{\mathrm{T}} K(1)\left[\mathrm{I}-\Delta^{-} A(1)\right]^{-1} .
$$

Thus, making use of (3.2) and of the relation (3.11) we get

$$
\begin{aligned}
y^{\mathrm{T}}(s)= & -\delta^{\mathrm{T}} K(1)\left(\left[\mathrm{I}-\Delta^{-} A(1)\right]^{-1}-\mathrm{I}\right) V(1, s) \\
& -\delta^{\mathrm{T}}\left(K(s)+\int_{s}^{1} K(\tau) \mathrm{d}_{\tau}[V(\tau, s)]\right)=-\delta^{\mathrm{T}} Z(s) \text { for all } s \in[0,1] .
\end{aligned}
$$

Consequently, (3.2) reduces to (3.8). In particular, we have

$$
\begin{aligned}
y^{\mathrm{T}}(0)= & -\delta^{\mathrm{T}} K(1) \Delta^{-} A(1)\left[\mathrm{I}-\Delta^{-} A(1)\right]^{-1} V(1,0) \\
& -\delta^{\mathrm{T}}\left(K(0)+\int_{0}^{1} K(\tau) \mathrm{d}_{\tau}[V(\tau, 0)]\right) .
\end{aligned}
$$

Taking into account (3.6) this yields

$$
\begin{align*}
& y^{\mathrm{T}}(0)\left[\mathrm{I}+\Delta^{+} A(0)\right]=-\delta^{\mathrm{T}} K(1) \Delta^{-} A(1) U(1,0)  \tag{3.11}\\
& \quad-\delta^{\mathrm{T}}\left(K(0)+\int_{0}^{1} K(\tau) \mathrm{d}_{\tau}[V(\tau, 0)]\right)\left[\mathrm{I}+\Delta^{+} A(0)\right] .
\end{align*}
$$

Moreover, by (3.6) we also have

$$
\begin{array}{rl}
\int_{0}^{1} & K(\tau) \mathrm{d}_{\tau}[V(\tau, 0)]\left[\mathrm{I}+\Delta^{+} A(0)\right]  \tag{3.12}\\
& =\int_{0}^{1} K(\tau) \mathrm{d}_{\tau}[U(\tau, 0)]-K(1) \Delta^{-} A(1) U(1,0)-K(0) \Delta^{+} A(0)
\end{array}
$$

Inserting (3.12) into (3.11) and (2.15) we finally obtain

$$
y^{\mathrm{T}}(0)\left[\mathrm{I}+\Delta^{+} A(0)\right]+\delta^{\mathrm{T}}[K(0)-M]=-\delta^{\mathrm{T}}\left(M+\int_{0}^{1} K(\tau) \mathrm{d}_{\tau}[U(\tau, 0)]\right)
$$

wherefrom the proof of the proposition immediately follows.
3.4. Corollary. Let us assume 2.1 and (3.1). Then

$$
\operatorname{dim} \mathcal{N}(\stackrel{*}{\mathrm{~L}})=m-\operatorname{rank}\left(M+\int_{0}^{1} K(\tau) \mathrm{d}_{\tau}[U(\tau, 0)]\right) .
$$

Proof. Denote

$$
r^{*}=m-\operatorname{rank}\left(M+\int_{0}^{1} K(\tau) \mathrm{d}_{\tau}[U(\tau, 0)]\right)
$$

Then the system (3.9) possesses exactly $r^{*}$ linearly independent solutions. It is easy to see that if $\left\{\delta^{[1]}, \delta^{[2]}, \ldots, \delta^{\left[r^{*}\right]}\right\}$ is an arbitrary basis of the space of solutions to (3.9), then the set of couples

$$
\left\{\left(-Z^{\mathrm{T}}(s) \delta^{[1]}, \delta^{[1]}\right),\left(-Z^{\mathrm{T}}(s) \delta^{[2]}, \delta^{[2]}\right), \ldots,\left(-Z^{\mathrm{T}}(s) \delta^{\left[r^{*}\right]}, \delta^{\left[r^{*}\right]}\right)\right\}
$$

with $Z$ given by (3.7) is a basis in $\mathcal{N}\left(\mathrm{L}^{*}\right)$.
3.5. Corollary. Let us assume 2.1 and (3.1). Then

$$
\begin{equation*}
\operatorname{dim} \mathcal{N}(\stackrel{*}{\mathrm{~L}})=\operatorname{dim} \mathcal{N}(\mathrm{L})+m-n . \tag{3.13}
\end{equation*}
$$

Proof. Obviously, $x \in \mathcal{N}(\mathrm{~L})$ if and only if

$$
x(t)=U(t, 0) c \quad \text { on } \quad[0,1] \quad \text { and } \quad\left(M+\int_{0}^{1} K(\tau) \mathrm{d}_{\tau}[U(\tau, 0)]\right) c=0
$$

This implies that

$$
\operatorname{dim} \mathcal{N}(\mathrm{L})=n-\operatorname{rank}\left(M+\int_{0}^{1} K(\tau) \mathrm{d}_{\tau}[U(\tau, 0)]\right)
$$

The proof of our assertion then follows by Corollary 3.4.
3.6. Lemma. Let us assume 2.1 and (3.1). Let $Z \in \mathbb{B V}^{m \times n}$ be given by (3.7) and let

$$
\begin{equation*}
\operatorname{rank}([K(0)-M, K(1)])=m, \tag{3.14}
\end{equation*}
$$

where $[K(1), K(0)-M]$ stands for the $m \times 2 n$-matrix formed in a usual way. Then

$$
\begin{equation*}
\delta^{T} Z(s) \equiv 0 \quad \text { on } \quad[0,1] \tag{3.15}
\end{equation*}
$$

if and only if $\delta=0 \in \mathbb{R}^{m}$.

Proof. Let $\delta \in \mathbb{R}^{m}$ be such that (3.15) holds. In particular, we have

$$
0=\delta^{\mathrm{T}} Z(1)=\delta^{\mathrm{T}} K(1)\left(\mathrm{I}+\Delta^{-} A(1)\left[\mathrm{I}-\Delta^{-} A(1)\right]^{-1}\right)
$$

Moreover, since $\left(\mathrm{I}+\Delta^{-} A(1)\left[\mathrm{I}-\Delta^{-} A(1)\right]^{-1}\right)\left[\mathrm{I}-\Delta^{-} A(1)\right]=\mathrm{I}$, we have also

$$
\begin{equation*}
\mathrm{I}+\Delta^{-} A(1)\left[\mathrm{I}-\Delta^{-} A(1)\right]^{-1}=\left[\mathrm{I}-\Delta^{-} A(1)\right]^{-1} \tag{3.16}
\end{equation*}
$$

and $\delta^{\mathrm{T}} Z(1)=\delta^{\mathrm{T}} K(1)\left[\mathrm{I}-\Delta^{-} A(1)\right]^{-1}=0$. This is possible only if

$$
\begin{equation*}
\delta^{\mathrm{T}} K(1)=0 . \tag{3.17}
\end{equation*}
$$

On the other hand, inserting (3.7) and $s=0$ into (3.15) and making use of (3.9), (3.12) and (3.17), we obtain

$$
\begin{aligned}
0 & =\delta^{\mathrm{T}}\left(K(0)+\int_{0}^{1} K(\tau) \mathrm{d}_{\tau}[V(\tau, 0)]\right)\left[\mathrm{I}+\Delta^{+} A(0)\right] \\
& =\delta^{\mathrm{T}}\left(K(0)+\int_{0}^{1} K(\tau) \mathrm{d}_{\tau}[U(\tau, 0)]\right)=\delta^{\mathrm{T}}(K(0)-M),
\end{aligned}
$$

wherefrom, according to (3.17), the relation

$$
\delta^{\mathrm{T}}[K(0)-M, K(1)]=0
$$

follows. By the assumption (3.14) this is possible only if $\delta=0$.
3.7. Remark. Obviously, in the case of periodic conditions (2.18) (i.e. $m=n$, $M=0$ and $K(t) \equiv \mathrm{I}$ on $[0,1])$ the assumption (3.14) of Lemma 3.6 is satisfied. The relationship between linearly independent solutions of the linear algebraic system (3.9) and solutions of the adjoint boundary value problem (2.14)-(2.16) indicated in Lemma 3.6 could be extended to the general case, as well. Indeed, making use of (3.17) we obtain from (3.15) that $z(t)=K^{\mathrm{T}}(s) \delta$ has to satisfy the Volterra-Stieltjes integral equation

$$
\begin{equation*}
z^{\mathrm{T}}(s)+\int_{0}^{1} z^{\mathrm{T}}(\tau) \mathrm{d}_{\tau}[V(\tau, s)]=0 \text { on }[0,1] . \tag{3.18}
\end{equation*}
$$

Since under our assumptions we have

$$
\operatorname{det}(\mathrm{I}+(V(s, s+)-V(s, s)))=\operatorname{det}\left(\mathrm{I}-\Delta^{+} A(s)\right) \neq 0 \text { for } s \in(0,1]
$$

and

$$
\operatorname{det}(\mathrm{I}+(V(0,0+)-V(0,0)))=\operatorname{det}(\mathrm{I})=1
$$

it could be shown analogously as it was done in similar situations in the proofs of [16, Theorem II.3.10] or of [20, Theorem 5.5] that (3.18) may be true only if $z(s) \equiv 0$ on $[0,1]$.

## 4 . Periodic problem

In this section we will consider the periodic problem $(0.1),(2.18)$ as well as the corresponding homogeneous problem (4.1), (2.18), where

$$
\begin{equation*}
x(t)-x(0)-\int_{0}^{t} \mathrm{~d}[A(s)] x(s)=0, \quad t \in[0,1] \tag{4.1}
\end{equation*}
$$

Obviously, the following assertion is true.
4.1. Proposition. Let $A \in \mathbb{B}^{\text {reg }} \underset{n \times n}{n \times n}, f \in \mathbb{G}_{\text {reg }}^{n}$ and

$$
\begin{equation*}
\operatorname{det}\left(\mathrm{I}-\Delta^{-} A(t)\right) \neq 0 \text { for all } t \in(0,1] \tag{4.2}
\end{equation*}
$$

Then a function $x \in \mathbb{G}_{\text {reg }}^{n}$ is a solution to (0.1), (2.18) if and only if there is $c \in \mathbb{R}^{n}$ such that $x(t)$ is given on $[0,1]$ by (2.2) and

$$
\begin{equation*}
[U(1,0)-\mathrm{I}] c=b, \tag{4.3}
\end{equation*}
$$

where

$$
b=\int_{0}^{1} \mathrm{~d}_{\tau}[U(1, \tau)](f(\tau)-f(0))-(f(1)-f(0))
$$

Furthermore, from Proposition 3.3, Corollary 3.4 and Lemma 3.6 the next assertion follows.
4.2. Proposition. Let us assume 2.1 and (3.1). Then both the homogeneous problem (4.1), (2.18) and its adjoint (2.19), (2.20) have exactly

$$
n-\operatorname{rank}[\mathrm{I}-U(1,0)]
$$

linearly independent solutions. A function $y \in \mathbb{B V}^{n}$ is a solution to the adjoint problem if and only if there is a $\delta \in \mathbb{R}^{n}$ such that

$$
y^{T}(s)=-\delta^{T}\left[\mathrm{I}-\Delta^{-} A(1)\right]^{-1} V(1, s) \text { on }[0,1]
$$

where $V$ is given by (3.3) and $\delta$ verifies the system

$$
\begin{equation*}
\delta^{T}[U(1,0)-\mathrm{I}]=0 \tag{4.4}
\end{equation*}
$$

Proof. It remains to show that in the case of periodic boundary conditions (i.e. $M=0$ and $K(t) \equiv \mathrm{I}$ on $[0,1])$ the formula (3.7) reduces to

$$
Z(s)=\left[\mathrm{I}-\Delta^{-} A(1)\right]^{-1} V(1, s) \text { for } s \in[0,1] .
$$

Indeed, inserting $K(t) \equiv \mathrm{I}$ on $[0,1]$ into (3.7) and taking into account (3.16) we obtain

$$
\begin{aligned}
Z(s) & =\Delta^{-} A(1)\left[\mathrm{I}-\Delta^{-} A(1)\right]^{-1} V(1, s)+\mathrm{I}+V(1, s)-V(s, s) \\
& =\left(\mathrm{I}+\Delta^{-} A(1)\left[\mathrm{I}-\Delta^{-} A(1)\right]^{-1}\right) V(1, s) \\
& =\left[\mathrm{I}-\Delta^{-} A(1)\right]^{-1} V(1, s) \text { for all } s \in[0,1] .
\end{aligned}
$$

4.3. Definition. For a given function $A \in \mathbb{B V}^{n \times n}$, the symbol $A_{\mathrm{c}}$ stands for the continuous part of the function $A$. Furthermore, by $\Phi$ we denote the fundamental matrix solution corresponding to the equation

$$
x(t)-x(0)-\int_{0}^{t} \mathrm{~d}\left[A_{\mathrm{c}}(s)\right] x(s)=0, \quad t \in[0,1]
$$

i.e. $\Phi$ is the $n \times n$-matrix valued function defined by the relation

$$
\Phi(t)=\mathrm{I}+\int_{0}^{t} \mathrm{~d}\left[A_{\mathrm{c}}(\tau)\right] \Phi(\tau) \text { for } t, s \in[0,1]
$$

Finally, by $\mathrm{S}(A)$ we denote the set of points of discontinuity of $A$ in $[0,1]$, i.e.

$$
\mathrm{S}(A)=\left\{t \in[0,1] ; \Delta^{-} A(t) \neq 0 \text { or } \Delta^{+} A(t) \neq 0\right\}
$$

4.4. Remark. Obviously, $\Phi \in \mathbb{B V}^{n \times n} \cap \mathbb{C}^{n \times n}$. Furthermore, if $A_{\mathrm{c}}$ is absolutely continuous on [0, 1], i.e. if there is an $n \times n$-matrix valued function $B(t)$ Lebesgue integrable on $[0,1]$ and such that

$$
A_{\mathrm{c}}(t)=\int_{0}^{t} B(\tau) \mathrm{d} \tau \text { on }[0,1]
$$

then $\Phi$ is the fundamental matrix solution of the ordinary differential equation

$$
x^{\prime}-B(t) x=0
$$

such that $\Phi(0)=\mathrm{I}$. In the general case $A_{c} \in \mathbb{B V}^{n \times n} \cap \mathbb{C}^{n \times n}$, a sequence $\left\{A_{k}(t)\right\}_{k=1}^{\infty}$ of piecewise linear functions may be constructed (cf. [12]) in such a way that $\Phi$ is on $[0,1]$ the uniform limit of the sequence of fundamental solutions corresponding to ordinary differential equations

$$
x^{\prime}-A_{k}^{\prime} x=0
$$

In addition to assumptions 2.1 and (3.1) we will need the following assumptions, as well.
4.5. Assumptions. $\mathrm{S}(A) \cup\{0\} \cup\{1\}=\left\{\tau_{k}\right\}_{k=0}^{p}$, where $p \in \mathbb{N}$ and $0=\tau_{0}<$ $\tau_{1}<\cdots<\tau_{p}=1$.

It is easy to see that if $A \in \mathbb{B V}_{\text {reg }}^{n \times n}$ fulfils (4.2) and 4.5 then there exist $n \times n$-matrices $C_{k}, k=0,1, \ldots, p$, such that

$$
A_{\mathrm{b}}(t):=A(t)-A_{\mathrm{c}}(t)=2 C_{0}\left(h(t)-\frac{1}{2}\right)+\sum_{k=1}^{p} 2 C_{k} h\left(t-\tau_{k}\right) \text { on } \quad[0,1],
$$

where

$$
h(\tau)= \begin{cases}0 & \text { if } t<0  \tag{4.5}\\ \frac{1}{2} & \text { if } t=0 \\ 1 & \text { if } t>0\end{cases}
$$

Since obviously $\Delta^{+} A\left(\tau_{k}\right)=\Delta^{-} A\left(\tau_{k}\right)=C_{k}$ for $k=0,1, \ldots, p$, it is

$$
\operatorname{det}\left(\mathrm{I}-C_{k}\right) \neq 0 \text { for } k=1, \ldots, p
$$

Furthermore, we have

$$
\begin{align*}
U(t, s)=\left[\mathrm{I}-\Delta^{-}\right. & A(t)]^{-1} \Phi(t) \Pi_{\ell}^{k} \Phi^{-1}(s)\left[\mathrm{I}+\Delta^{+} A(s)\right]  \tag{4.6}\\
& \text { if } t \in\left(\tau_{k-1}, \tau_{k}\right] \quad \text { and } \quad s \in\left[\tau_{\ell-1}, \tau_{\ell}\right) \\
& \text { for some } k, \ell \in\{1,2, \ldots, p\} \text { such that } k \geq \ell
\end{align*}
$$

where

$$
\Pi_{\ell}^{k}=\left\{\begin{array}{lr}
\mathrm{I} & \text { if } k \leq \ell  \tag{4.7}\\
\prod_{j=1}^{k-\ell}\left(\Phi^{-1}\left(\tau_{k-j}\right)\left[\mathrm{I}+C_{k-j}\right]\left[\mathrm{I}-C_{k-j}\right]^{-1} \Phi\left(\tau_{k-j}\right)\right) \\
\text { if } k>\ell
\end{array}\right.
$$

(A similar formula was derived for the case of $A$ right-continuous on $(0,1]$ by Z. Wyderka, cf. [21].)

In particular, we have

$$
\begin{equation*}
U(1,0)-\mathrm{I}=\left[\mathrm{I}-C_{p}\right]^{-1} \Phi(1) \Pi_{1}^{p}\left[\mathrm{I}+C_{0}\right]-\mathrm{I} . \tag{4.8}
\end{equation*}
$$

This enables us to complete the proofs of the following assertions providing conditions for the existence of solution to the homogeneous problem (4.1), (2.18)in terms of $\Phi$ and $C_{k}$ which are analogous to the results obtained by Z. Wyderka in [21] for the case of $A$ right continuous on ( 0,1 ].
4.6. Proposition. Let us assume 2.1, (3.1) and 4.5 and let

$$
\Pi_{\ell}^{p}, \quad \ell=1,2, \ldots, p+1
$$

be given by (4.7). Then there exists the inverse matrix $\left(\Pi_{1}^{p}\right)^{-1}$ to $\Pi_{1}^{p}$ and is given by

$$
\begin{equation*}
\left(\Pi_{1}^{p}\right)^{-1}=\prod_{j=1}^{p-1}\left(\Phi^{-1}\left(\tau_{j}\right)\left[\mathrm{I}-C_{j}\right]\left[\mathrm{I}+C_{j}\right]^{-1} \Phi\left(\tau_{j}\right)\right) \tag{4.9}
\end{equation*}
$$

Moreover, the homogeneous problem (4.1), (2.18) has a non-trivial solution if and only if

$$
\begin{equation*}
\operatorname{det}\left(\Phi(1)-\left[\mathrm{I}-C_{p}\right]\left[\mathrm{I}+C_{0}\right]^{-1}\left(\Pi_{1}^{p}\right)^{-1}\right)=0 \tag{4.10}
\end{equation*}
$$

holds.
Proof. It was mentioned above that under our assumptions all the matrices $\left[\mathrm{I}-C_{k}\right], k=1, \ldots, p$, are invertible. Of course, assumptions 2.1 and (3.1) ensure the existence of the inverse matrices $\left[\mathrm{I}+C_{k}\right]^{-1}$ for $k=0,1, \ldots, p-1$, as well. Hence the matrix (4.9) is well defined and $\Pi_{1}^{p}\left(\Pi_{1}^{p}\right)^{-1}=\left(\Pi_{1}^{p}\right)^{-1} \Pi_{1}^{p}=\mathrm{I}$. The relation (4.8) may be modified as follows:

$$
\begin{equation*}
U(1,0)-\mathrm{I}=\quad\left[\mathrm{I}-C_{p}\right]^{-1}\left(\Phi(1)-\left[\mathrm{I}-C_{p}\right]\left[\mathrm{I}+C_{0}\right]^{-1}\left(\Pi_{1}^{p}\right)^{-1}\right) \Pi_{1}^{p}\left[\mathrm{I}+C_{0}\right] \tag{4.11}
\end{equation*}
$$

and it is easy to see that $\operatorname{det}(U(1,0)-\mathrm{I})=0$ holds if and only if the condition (4.10) is satisfied.
4.7. Proposition. Let the assumptions of Proposition 4.6 be satisfied and, moreover, let

$$
\begin{equation*}
\Phi(1)=\left[\mathrm{I}-C_{p}\right]\left[\mathrm{I}+C_{0}\right]^{-1}\left(\Pi_{1}^{p}\right)^{-1} . \tag{4.12}
\end{equation*}
$$

Then any solution $x$ of the homogeneous equation (4.1) on $[0,1]$ is a solution to the problem (4.1), (2.18), as well.

Proof. Inserting (4.12) into (4.11), we get $U(1,0)=\mathrm{I}$.
For the nonhomogeneous problem (0.1), (2.18) we have the following assertions.
4.8. Proposition. Let the assumptions of Proposition 4.6 hold. Then the problem (0.1),(2.18) possesses a solution if and only if

$$
\begin{equation*}
\eta^{T} \Phi(1)\left(\sum_{\ell=1}^{p}\left(\Pi_{\ell}^{p} \int_{\tau_{\ell-1}}^{\tau_{\ell}} \Phi^{-1}(\tau) \mathrm{d}[f(\tau)]\right)\right)=0 \tag{4.13}
\end{equation*}
$$

holds for all $\eta \in \mathbb{R}^{n}$ such that

$$
\begin{equation*}
\eta^{T}\left(\Phi(1)-\left[\mathrm{I}-C_{p}\right]\left[\mathrm{I}+C_{0}\right]^{-1}\left(\Pi_{1}^{p}\right)^{-1}\right)=0 . \tag{4.14}
\end{equation*}
$$

Proof. By Corollary 2.7, Proposition 4.2 and relation (4.11) the problem (0.1), (2.18) possesses a solution if and only if

$$
\begin{equation*}
\eta^{\mathrm{T}} \int_{0}^{1} V(1, \tau) \mathrm{d} f(\tau)=0 \tag{4.15}
\end{equation*}
$$

holds for any $\eta \in \mathbb{R}^{n}$ fulfilling (4.14). By (3.6) we have

$$
\begin{align*}
& V(1,0)=\left[\mathrm{I}-C_{p}\right] U(1,0)\left[\mathrm{I}+C_{0}\right]^{-1}  \tag{4.16}\\
& V(1, \tau)=\left[\mathrm{I}-C_{p}\right] U(1, \tau)\left[\mathrm{I}+\Delta^{+} A(\tau)\right]^{-1}\left[\mathrm{I}-\Delta^{-} A(\tau)\right]^{-1} \text { if } 0<\tau<1 \\
& V(1,1)=\mathrm{I}
\end{align*}
$$

Inserting (4.6) into (4.16) we obtain

$$
\begin{aligned}
& V(1, \tau)=\Phi(1) \Pi_{\ell}^{p} \Phi^{-1}(\tau)\left[\mathrm{I}-\Delta^{-} A(\tau)\right]^{-1} \\
& \text { for } \ell=1,2, \ldots, p \quad \text { and } \quad \tau \in\left[\tau_{\ell-1}, \tau_{\ell}\right) .
\end{aligned}
$$

Now, define

$$
W_{\ell}(\tau)=\Pi_{\ell}^{p} \Phi^{-1}(\tau) \text { for } \tau \in\left[\tau_{\ell-1}, \tau_{\ell}\right] \text { and } \ell=1,2, \ldots, p .
$$

Making use of the relations

$$
\left(\left[\mathrm{I}-C_{\ell}\right]^{-1}-\mathrm{I}\right)=C_{\ell}\left[\mathrm{I}-C_{\ell}\right]^{-1}, \quad \ell=1,2, \ldots, p-1,
$$

and

$$
\Pi_{\ell}^{p}=\Pi_{\ell+1}^{p} \Phi^{-1}\left(\tau_{\ell}\right)\left[\mathrm{I}+C_{\ell}\right]\left[\mathrm{I}-C_{\ell}\right]^{-1} \Phi\left(\tau_{\ell}\right), \quad \ell=1,2, \ldots, p
$$

we obtain for $\ell \in\{1,2, \ldots, p\}$

$$
V(1, \tau)-\Phi(1) W_{\ell}(\tau)=0 \quad \text { if } \tau \in\left(\tau_{\ell-1}, \tau_{\ell}\right)
$$

Furthermore,

$$
\begin{aligned}
& V\left(1, \tau_{\ell-1}\right)-\Phi(1) W_{\ell}\left(\tau_{\ell-1}\right) \\
& \quad=\Phi(1) \Pi_{\ell}^{p} \Phi^{-1}\left(\tau_{\ell-1}\right)\left(\left[\mathrm{I}-C_{\ell-1}\right]^{-1}-\mathrm{I}\right) \\
& \quad=\Phi(1) \Pi_{\ell}^{p} \Phi^{-1}\left(\tau_{\ell-1}\right) C_{\ell-1}\left[\mathrm{I}-C_{\ell-1}\right]^{-1} \quad \text { if } \ell>1
\end{aligned}
$$

and

$$
\begin{aligned}
& V\left(1, \tau_{\ell}\right)-\Phi(1) W_{\ell}\left(\tau_{\ell}\right) \\
& \quad=\Phi(1)\left(\Pi_{\ell+1}^{p} \Phi^{-1}\left(\tau_{\ell}\right)\left[\mathrm{I}-C_{\ell}\right]^{-1}-\Pi_{\ell}^{p} \Phi^{-1}\left(\tau_{\ell}\right)\right) \\
& \quad=\Phi(1) \Pi_{\ell+1}^{p} \Phi^{-1}\left(\tau_{\ell}\right)\left(\left[\mathrm{I}-C_{\ell}\right]^{-1}-\left[\mathrm{I}+C_{\ell}\right]\left[\mathrm{I}-C_{\ell}\right]^{-1}\right) \\
& \quad=-\Phi(1) \Pi_{\ell+1}^{p} \Phi^{-1}\left(\tau_{\ell}\right) C_{\ell}\left[\mathrm{I}-C_{\ell}\right]^{-1} \quad \text { if } \quad \ell<p
\end{aligned}
$$

Moreover, we have

$$
V(1,0)-\Phi(0) W_{1}(0)=V(1,1)-\Phi(1) W_{p}(1)=0
$$

Thus,

$$
\begin{aligned}
& \int_{0}^{\tau_{1}}\left(V(1, \tau)-\Phi(1) W_{1}(\tau)\right) \mathrm{d}[f(\tau)]=-\Phi(1) \Pi_{2}^{p} \Phi^{-1}\left(\tau_{1}\right) C_{1}\left[\mathrm{I}-C_{1}\right]^{-1} \\
& \int_{\tau_{\ell-1}}^{\tau_{\ell}}\left(V(1, \tau)-\Phi(1) W_{\ell}(\tau)\right) \mathrm{d}[f(\tau)] \\
& =\Phi(1)\left(\Pi_{\ell}^{p} \Phi^{-1}\left(\tau_{\ell-1}\right) C_{\ell-1}\left[\mathrm{I}-C_{\ell-1}\right]^{-1}-\Pi_{\ell+1}^{p} \Phi^{-1}\left(\tau_{\ell}\right) C_{\ell}\left[\mathrm{I}-C_{\ell}\right]^{-1}\right) \\
& \text { for } \ell=2,3, \ldots, p-1
\end{aligned}
$$

and

$$
\begin{aligned}
\int_{\tau_{p-1}}^{1} & \left(V(1, \tau)-\Phi(1) W_{p}(\tau)\right) \mathrm{d}[f(\tau)] \\
& =\Phi(1) \Phi^{-1}\left(\tau_{p-1}\right) C_{p-1}\left[\mathrm{I}-C_{p-1}\right]^{-1}
\end{aligned}
$$

Consequently,

$$
\begin{aligned}
& \int_{0}^{1} V(1, \tau) \mathrm{d}[f(\tau)]-\sum_{\ell=1}^{p} \Phi(1)\left(\int_{\tau_{\ell-1}}^{\tau_{\ell}} W_{\ell}(\tau) \mathrm{d}[f(\tau)]\right) \\
& =\sum_{\ell=1}^{p}\left(\int_{\tau_{\ell-1}}^{\tau_{\ell}}\left(V(1, \tau)-\Phi(1) W_{\ell}(\tau)\right) \mathrm{d}[f(\tau)]\right) \\
& =\Phi(1)\left(\sum_{\ell=2}^{p}\left(\Pi_{\ell}^{p} \Phi^{-1}\left(\tau_{\ell-1}\right) C_{\ell-1}\left[\mathrm{I}-C_{\ell-1}\right]^{-1} \Delta^{+} f\left(\tau_{\ell-1}\right)\right)\right) \\
& \quad-\Phi(1)\left(\sum_{\ell=1}^{p-1}\left(\Pi_{\ell+1}^{p} \Phi^{-1}\left(\tau_{\ell}\right) C_{\ell}\left[\mathrm{I}-C_{\ell}\right]^{-1} \Delta^{-} f\left(\tau_{\ell}\right)\right)\right)=0
\end{aligned}
$$

wherefrom the proof of our proposition immediately follows.
4.9. Corollary. Let the assumptions of Proposition 4.6 be satisfied. Then the problem (0.1), (2.18) possesses a unique solution for any $f \in \mathbb{G}_{\text {reg }}^{n}$ if and only if

$$
\operatorname{det}\left(\Phi(1)-\left[\mathrm{I}-C_{p}\right]\left[\mathrm{I}+C_{0}\right]^{-1}\left(\Pi_{1}^{p}\right)^{-1}\right) \neq 0
$$

is satsified with $\left(\Pi_{1}^{p}\right)^{-1}$ is given by (4.9).
4.10. Corollary. Let the assumptions of Proposition 4.6 be satisfied. Then the problem (0.1),(2.18) possesses a solution if and only if

$$
\eta^{T}\left[\mathrm{I}-C_{p}\right]\left[\mathrm{I}+C_{0}\right]^{-1}\left(\sum_{\ell=1}^{p}\left(\left(\Pi_{1}^{\ell}\right)^{-1} \int_{\tau_{\ell-1}}^{\tau_{\ell}} \Phi^{-1}(\tau) \mathrm{d}[f(\tau)]\right)\right)=0
$$

holds for all $\eta \in \mathbb{R}^{n}$ verifying (4.14).

Proof. Since by (4.7) and (4.9)

$$
\left(\Pi_{1}^{p}\right)^{-1} \Pi_{\ell}^{p}=\prod_{j=1}^{\ell-1}\left(\Phi^{-1}\left(\tau_{j}\right)\left[\mathrm{I}-C_{j}\right]\left[\mathrm{I}+C_{j}\right]^{-1} \Phi\left(\tau_{j}\right)\right)=\left(\Pi_{1}^{\ell}\right)^{-1},
$$

the proof follows by inserting of

$$
\eta^{\mathrm{T}} \Phi(1)=\eta^{\mathrm{T}}\left[\mathrm{I}-C_{p}\right]\left[\mathrm{I}+C_{0}\right]^{-1}\left(\Pi_{1}^{p}\right)^{-1}
$$

into (4.13).
4.11. Remark. By Proposition 4.1 the problem ( 0.1 ), (2.18) has a solution if and only if

$$
\begin{equation*}
\delta^{\mathrm{T}}\left(\int_{0}^{1} \mathrm{~d}_{\tau}[U(1, \tau)](f(\tau)-f(0))-(f(1)-f(0))\right)=0 \tag{4.17}
\end{equation*}
$$

holds for any $\delta \in \mathbb{R}^{n}$ fulfilling (4.4). According to (3.6) we have

$$
U(1, \tau)=\left[\mathrm{I}-C_{p}\right]^{-1} V(1, \tau)[\mathrm{I}+Q(\tau)] \text { on }[0,1]
$$

where

$$
Q(\tau)=\left\{\begin{array}{cl}
\Delta^{+} A(0) & \text { if } \tau=0 \\
-\left(\Delta^{+} A(\tau)\right)^{2}, & \text { if } \tau \in(0,1), \\
-\Delta^{-} A(1) & \text { if } \tau=1
\end{array}\right.
$$

Since obviously $Q(0+)=Q(\tau+)=Q(\tau-)=Q(1-)=0$ for all $\tau \in(0,1)$, it is

$$
\begin{aligned}
\int_{0}^{1} \mathrm{~d}_{\tau}[V(1, \tau) Q(\tau)](f(\tau)-f(0)) & =V(1,1) Q(1)(f(1)-f(0)) \\
& =-V(1,1) \Delta^{-} A(1)(f(1)-f(0))
\end{aligned}
$$

Thus, making use of (3.16) we obtain

$$
\begin{aligned}
\int_{0}^{1} \mathrm{~d}_{\tau} & {[U(1, \tau)](f(\tau)-f(0))-(f(1)-f(0)) } \\
= & {\left[\mathrm{I}-C_{p}\right]^{-1} \int_{0}^{1} \mathrm{~d}_{\tau}[V(1, \tau)](f(\tau)-f(0)) } \\
& \quad-\left(\mathrm{I}+C_{p}\left[\mathrm{I}-C_{p}\right]^{-1}\right)(f(1)-f(0) \\
= & {\left[\mathrm{I}-C_{p}\right]^{-1}\left(\int_{0}^{1} \mathrm{~d}_{\tau}[V(1, \tau)](f(\tau)-f(0))-(f(1)-f(0))\right) . }
\end{aligned}
$$

Finally, integrating-by-parts and taking into account that according to (3.4) we have $V(1,.) \in \mathbb{B V}_{\text {reg }}^{n \times n}, V(1,0+)=V(1,0)$ and $V(1,1-)=V(1,1)$, we get that

$$
\begin{gathered}
\delta^{\mathrm{T}}\left(\int_{0}^{1} \mathrm{~d}_{\tau}[U(1, \tau)](f(\tau)-f(0))-(f(1)-f(0))\right) \\
=\delta^{\mathrm{T}}\left[\mathrm{I}-C_{p}\right]^{-1} \int_{0}^{1} V(1, \tau) \mathrm{d}[f(\tau)]
\end{gathered}
$$

is true for any $\delta \in \mathbb{R}^{n}$ and any $f \in \mathbb{G}_{\text {reg }}^{n}$. It follows immediately that the condition (4.17) is satisfied for any $\delta \in \mathbb{R}^{n}$ such that (4.4) is true if and only if (4.15) holds for any $\eta \in \mathbb{R}^{n}$ such that (4.14) is true. By the proof of Proposition 4.8 it means that the condition (4.17) is satisfied for any $\delta \in \mathbb{R}^{n}$ verifying (4.4) is true if and only if (4.13) is true for any $\eta \in \mathbb{R}^{n}$ satisfying (4.14).
4.12. Remark. If

$$
\begin{equation*}
\left(\Delta^{+} A(t)\right)^{2}=\left(\Delta^{-} A(t)\right)^{2}=0 \text { for all } t \in(0,1) \tag{4.18}
\end{equation*}
$$

then

$$
\left[\mathrm{I}-\Delta^{-} A(t)\right]\left[\mathrm{I}+\Delta^{+} A(t)\right]=\mathrm{I}-\left(\Delta^{+} A(t)\right)^{2}=\mathrm{I} \text { for all } t \in(0,1)
$$

In particular, for any $j=1,2, \ldots, p-1$ we have

$$
\begin{array}{ll}
{\left[\mathrm{I}-C_{j}\right]^{-1}=\left[\mathrm{I}+C_{j}\right],} & {\left[\mathrm{I}+C_{j}\right]^{-1}=\left[\mathrm{I}-C_{j}\right],} \\
C_{j}\left[\mathrm{I}-C_{j}\right]^{-1}=C_{j}, & C_{j}\left[\mathrm{I}+C_{j}\right]=C_{j}, \\
{\left[\mathrm{I}-C_{j}\right]^{2}=\mathrm{I}-2 C_{j},} & {\left[\mathrm{I}+C_{j}\right]^{2}=\mathrm{I}+2 C_{j} .}
\end{array}
$$

This enables us to simplify the necessary and sufficient condition for the existence of a solution to the periodic problem (0.1), (2.18) given in Proposition 4.8.
4.13. Corollary. Let the assumptions of Proposition 4.6 be satisfied and let (4.18) hold. Then the problem (0.1), (2.18) possesses a solution if and only if

$$
\eta^{T} \Phi(1)\left(\sum_{\ell=1}^{p} \Pi_{\ell}^{p} \int_{\tau_{\ell-1}}^{\tau_{\ell}} \Phi^{-1}(\tau) \mathrm{d}[f(\tau)]\right)=0
$$

holds for all $\eta \in \mathbb{R}^{n}$ satisfying the system (4.14), where

$$
\left(\Pi_{1}^{p}\right)^{-1}=\prod_{j=1}^{p-1}\left(\Phi^{-1}\left(\tau_{j}\right)\left[\mathrm{I}-2 C_{j}\right] \Phi\left(\tau_{j}\right)\right)
$$

and

$$
\Pi_{1}^{p}=\prod_{j=1}^{p-1}\left(\Phi^{-1}\left(\tau_{p-j}\right)\left[\mathrm{I}+2 C_{p-j}\right] \Phi\left(\tau_{p-j}\right)\right) .
$$

4.14. Remark. The results obtained in this paper may be obviously adapted to the case of an arbitrary subinterval $\left[t_{0}, T\right]$ in the place of $[0,1]$. Furthermore, let the functions $A:\left[t_{0}, \infty\right) \mapsto \mathbb{R}^{n \times n}$ and $f:\left[t_{0}, \infty\right) \mapsto \mathbb{R}^{n}$ be locally of bounded variation, while the set $\mathrm{S}(A)$ of the points of discontinuity of $A$,

$$
\mathrm{S}(A)=\left\{\tau_{j}\right\}_{j \in \mathbb{M}}, \quad \text { where either } \mathbb{M}=\mathbb{N} \quad \text { or } \quad \mathbb{M}=\left\{1,2, \ldots, \nu_{A}\right\} \varsubsetneqq \mathbb{N}
$$

is ordered in such a way that $t_{0}<\tau_{1}<\cdots<\tau_{j-1}<\tau_{j}<\tau_{j+1} \cdots<\infty$ holds for any $j \in \mathbb{M}$ such that $j+1 \in \mathbb{M}$ and the unique accumulation point of $\mathrm{S}(A)$ may be $\infty$. Furthermore, let us assume that

$$
\operatorname{det}\left(\mathrm{I}-\Delta^{-} A(t)\right) \neq 0 \quad \text { for all } t \in\left[t_{0}, \infty\right)
$$

and $A$ generates an $\omega$-periodic measure i.e. $\omega>0$ and $A(t+\omega)-A(t)=$ const. on $\left[t_{0}, \infty\right)$. Notice that by [21, Lemma 1.4] the function $A$ generates an $\omega$-periodic measure if and only if there is a constant matrix $B_{0} \in \mathbb{R}^{n \times n}$ and an $\omega$-periodic function $B$ locally of bounded variation on $\left[t_{0}, \infty\right)$ and such that

$$
A(t)=\frac{1}{\omega} B_{0} t+B(t) \text { on }\left[t_{0}, \infty\right)
$$

and there is $k_{0} \in \mathbb{N}$ such that

$$
\tau_{j+k_{0}}=\tau_{j}, \Delta^{-} A\left(\tau_{j+k_{0}}\right)=\Delta^{-} A\left(\tau_{j}\right) \text { and } \Delta^{+} A\left(\tau_{j+k_{0}}\right)=\Delta^{+} A\left(\tau_{j}\right)
$$

for all $j \in \mathbb{N}$.
It is easy to see that if $A$ and $f$ generate $\omega$-periodic measures and if they are regular on $\left(t_{0}, t_{0}+\omega\right)$ and $A$ is continuous at $t_{0}$, then the problem to find an $\omega$-periodic solution to ( 0.1 ) is equivalent to the boundary value problem (4.1), (2.18) (with the interval $\left[t_{0}, t_{0}+\omega\right]$ in place of $\left.[0,1]\right)$ fulfilling the assumptions of this section.
4.15. Example. Consider the second order differential equation with distributional coefficients

$$
\begin{equation*}
u^{\prime \prime}-\left(\alpha t+2 q h\left(t-\tau_{1}\right)\right)^{\prime} u=g^{\prime} \tag{4.19}
\end{equation*}
$$

where $0<\tau_{1}<1, \alpha=a^{2}, a>0, h$ stands for the Heaviside type function given by (4.5), $g \in \mathbb{G}_{\text {reg }}$ and $q \in \mathbb{R}$ is a parameter. The corresponding periodic problem (4.19),

$$
\begin{equation*}
u(0)=u(1), \quad u^{\prime}(0)=u^{\prime}(1) \tag{4.20}
\end{equation*}
$$

may be rewritten in the form (4.1), (2.18), where

$$
\begin{gathered}
A(t)=A_{0} t+2 C_{1} h\left(t-\tau_{1}\right) \\
A_{0}=\left(\begin{array}{cc}
0 & 1 \\
a^{2} & 0
\end{array}\right), C_{1}=\left(\begin{array}{ll}
0 & 0 \\
q & 0
\end{array}\right) \quad \text { and } \quad f(t)=\binom{0}{g(t)} .
\end{gathered}
$$

In particular, we have $n=p=2, \mathrm{~S}(A)=\left\{\tau_{1}\right\}$, where $0=\tau_{0}<\tau_{1}<\tau_{2}=1$. Moreover, it is

$$
C_{1}^{2}=0, \operatorname{det}\left(\mathrm{I}-C_{1}\right)=1 \text { and }\left(\Pi_{1}^{p}\right)^{-1}=\left(\Pi_{1}^{2}\right)^{-1}=\Phi\left(\tau_{1}\right)\left(\mathrm{I}-2 C_{1}\right) \Phi^{-1}\left(\tau_{1}\right)
$$

where the fundamental matrix $\Phi$ corresponding to $A_{\mathrm{c}}(t)=A_{0} t$ is for any $a>0$ given on $[0,1]$ by

$$
\Phi(t)=\left(\begin{array}{cc}
\frac{\mathrm{e}^{a t}+\mathrm{e}^{-a t}}{2} & \frac{\mathrm{e}^{a t}-\mathrm{e}^{-a t}}{2 a}  \tag{4.21}\\
\frac{a\left(\mathrm{e}^{a t}-\mathrm{e}^{-a t}\right)}{2} & \frac{\mathrm{e}^{a t}+\mathrm{e}^{-a t}}{2}
\end{array}\right)
$$

Inserting (4.21) into $\left(\Pi_{1}^{2}\right)^{-1}$, we get

$$
\left(\Pi_{1}^{2}\right)^{-1}=\left(\begin{array}{cc}
1+\frac{q\left(\mathrm{e}^{2 a \tau_{1}}-\mathrm{e}^{-2 a \tau_{1}}\right)}{2 a} & \frac{q\left(\mathrm{e}^{a \tau_{1}}-\mathrm{e}^{-a \tau_{1}}\right)^{2}}{2 a^{2}} \\
-\frac{q\left(\mathrm{e}^{a \tau_{1}}+\mathrm{e}^{-a \tau_{1}}\right)^{2}}{2} & 1-\frac{q\left(\mathrm{e}^{2 a \tau_{1}}-\mathrm{e}^{-2 a \tau_{1}}\right)}{2 a}
\end{array}\right)
$$

Denote

$$
M(q):=\Phi(1)-\left(\Pi_{1}^{2}\right)^{-1}
$$

It is easy to verify that

$$
\operatorname{det}(M(q))=2-\mathrm{e}^{a}-\mathrm{e}^{-a}-\frac{q\left(\mathrm{e}^{a}-\mathrm{e}^{-a}\right)}{a}
$$

and

$$
\operatorname{det}(M(q))=0 \quad \text { if and only if } \quad q=q^{*}:=a \frac{2-\mathrm{e}^{a}-\mathrm{e}^{-a}}{\mathrm{e}^{a}-\mathrm{e}^{-a}}
$$

By Corollary 4.9 the problem (4.19), (4.20) possesses a unique solution for any $g \in \mathbb{G}_{\text {reg }}$ if and only if $q \neq q^{*}$. Furthermore, we have

$$
M\left(q^{*}\right)=\frac{\mathrm{e}^{\frac{a}{2}}-\mathrm{e}^{-\frac{a}{2}}}{2\left(\mathrm{e}^{\frac{a}{2}}+\mathrm{e}^{-\frac{a}{2}}\right)} M_{0}^{*}
$$

where

$$
M_{0}^{*}=\left(\begin{array}{cc}
\left(\mathrm{e}^{a}-\mathrm{e}^{-a}\right)+\left(\mathrm{e}^{2 a \tau_{1}}-\mathrm{e}^{-2 a \tau_{1}}\right) & \frac{\left(\mathrm{e}^{\frac{a}{2}}+\mathrm{e}^{-\frac{a}{2}}\right)^{2}+\left(\mathrm{e}^{a \tau_{1}}+\mathrm{e}^{-a \tau_{1}}\right)^{2}}{a} \\
a\left(\left(\mathrm{e}^{\frac{a}{2}}+\mathrm{e}^{-\frac{a}{2}}\right)^{2}-\left(\mathrm{e}^{a \tau_{1}}+\mathrm{e}^{-a \tau_{1}}\right)^{2}\right) & \left(\mathrm{e}^{a}-\mathrm{e}^{-a}\right)-\left(\mathrm{e}^{2 a \tau_{1}}-\mathrm{e}^{-2 a \tau_{1}}\right)
\end{array}\right)
$$

and it is easy to see that $\eta^{\mathrm{T}} M\left(q^{*}\right)=0$ holds for $\eta \in \mathbb{R}^{2}$ if and only if there is $\gamma \in \mathbb{R}$ such that

$$
\eta^{\mathrm{T}}=\gamma\left(-a \frac{\mathrm{e}^{a}-\mathrm{e}^{2 a \tau_{1}}}{\mathrm{e}^{a}+\mathrm{e}^{2 a \tau_{1}}}, 1\right) .
$$

Consequently, Corollary 4.13 yields that in the case $q=q^{*}$ the problem (4.19), (4.20) possesses a solution if and only if the relation

$$
\left(-a \frac{\mathrm{e}^{a}-\mathrm{e}^{2 a \tau_{1}}}{\mathrm{e}^{a}+\mathrm{e}^{2 a \tau_{1}}}, 1\right) \int_{0}^{1} \Phi^{-1}(s) \mathrm{d}[f(s)]=0
$$

is satisfied. It is easy to check that under our assumptions this condition reduces to

$$
\int_{0}^{\tau_{1}}\left(\mathrm{e}^{a+a s}+\mathrm{e}^{2 a \tau_{1}-a s}\right) \mathrm{d}[g(s)]+\int_{\tau_{1}}^{1}\left(\mathrm{e}^{a s}+\mathrm{e}^{2 a \tau_{1}+a-a s}\right) \mathrm{d}[g(s)]=0
$$

4.16. Example. Consider the problem from Example 4.15, but with $\alpha=-a^{2}$ and $a>0$. In this case we have is given by

$$
\Phi(t)=\left(\begin{array}{cc}
\cos (a t) & \frac{\sin (a t)}{a} \\
-a \sin (a t) & \cos (a t)
\end{array}\right), \quad t \in[0,1]
$$

and

$$
\begin{aligned}
M(q) & =\Phi(1)-\left(\Pi_{1}^{2}\right)^{-1} \\
& =\left(\begin{array}{cc}
-1+\cos (a)-\frac{q \sin \left(2 a \tau_{1}\right)}{a} & \frac{\sin (a)}{a}+\frac{q\left(\cos \left(2 a \tau_{1}\right)-1\right)}{a^{2}} \\
-a \sin (a)+q\left(\cos \left(2 a \tau_{1}\right)+1\right) & -1+\cos (a)+\frac{q\left(\sin \left(2 a \tau_{1}\right)\right)}{a}
\end{array}\right) .
\end{aligned}
$$

It can be verified that

$$
\operatorname{det}(M(q))=2\left(1-\cos (a)-\frac{q \sin (a)}{a}\right)
$$

and thus $\operatorname{det}(M(q))=0$ if and only if either there exists $k \in \mathbb{N}$ such that $a=2 k \pi$ or $a \neq k \pi$ for all $k \in \mathbb{N}$ and $q=q^{*}:=a \tan \left(\frac{a}{2}\right)$.

By Corollary 4.9 it follows again that the given problem has a unique solution for any $g \in \mathbb{G}_{\text {reg }}$ if and only if there is a $k \in \mathbb{N}$ such that $a=(2 k+1) \pi$ or $a \neq k \pi$ for all $k \in \mathbb{N}$ and $q \neq q^{*}$.

If $a \neq k \pi$ for all $k \in \mathbb{N}$ and $q=q^{*}$, then

$$
M\left(q^{*}\right)=2 \tan \left(\frac{a}{2}\right) M_{0}^{*},
$$

where

$$
M_{0}^{*}=\left(\begin{array}{cc}
-\sin \left(\frac{a}{2}+a \tau_{1}\right) \cos \left(\frac{a}{2}-a \tau_{1}\right) & \frac{\cos \left(\frac{a}{2}+a \tau_{1}\right) \cos \left(\frac{a}{2}-a \tau_{1}\right)}{a} \\
a \sin \left(\frac{a}{2}+a \tau_{1}\right) \sin \left(\frac{a}{2}-a \tau_{1}\right) & -\cos \left(\frac{a}{2}+a \tau_{1}\right) \sin \left(\frac{a}{2}-a \tau_{1}\right)
\end{array}\right)
$$

Moreover, $\eta^{\mathrm{T}} M\left(q^{*}\right)=0$ for $\eta \in \mathbb{R}^{2}$ if and only if there is a $\gamma \in \mathbb{R}$ such that $\eta^{\mathrm{T}}=\gamma \zeta^{\mathrm{T}}$, where

$$
\zeta^{\mathrm{T}}=\left\{\begin{array}{llll}
\left(a \tan \left(\frac{a}{2}-a \tau_{1}\right), 1\right) & \text { if } \tau_{1} \neq \frac{1}{2}-\frac{\pi(2 \ell+1)}{2 a} & \text { for all } & \ell \in \mathbb{Z} \\
\left(1, \frac{\cot \left(\frac{a}{2}-a \tau_{1}\right)}{a}\right) & \text { if } \tau_{1} \neq \frac{1}{2}-\frac{\pi \ell}{a} & \text { for all } & \ell \in \mathbb{Z} \\
(1,0) & \text { if } \tau_{1}=\frac{1}{2}-\frac{\pi(2 \ell+1)}{2 a} & \text { for some } & \ell \in \mathbb{Z} \\
(0,1) & \text { if } \tau_{1}=\frac{1}{2}-\frac{\pi \ell}{a} & \text { for some } & \ell \in \mathbb{Z}
\end{array}\right.
$$

and $\mathbb{Z}$ stands as usual for the set of integers.
It can be shown that in the first case (i.e. $\tau_{1} \neq \frac{1}{2}-\frac{\pi(2 \ell+1)}{2 a}$ for all $\ell \in \mathbb{Z}$ ) the necessary and sufficient condition for the existence of a solution to the problem reduces to

$$
\int_{0}^{\tau_{1}} \cos \left(\frac{a}{2}-a\left(\tau_{1}-s\right)\right) \mathrm{d}[g(s)]+\int_{\tau_{1}}^{1} \cos \left(\frac{a}{2}+a\left(\tau_{1}-s\right)\right) \mathrm{d}[g(s)]=0 .
$$

Similar necessary and sufficient conditions for the existence of a solution could be derived in all the remaining cases.
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