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# DUALITY THEORY FOR LINEAR $n$-TH ORDER INTEGRO-DIFFERENTIAL OPERATORS WITH DOMAIN IN $L_{m}^{p}$ DETERMINED BY INTERFACE SIDE CONDITIONS 

Richard C. Brown, Tuscaloosa, Milan Tvrdý and Otto Vejvoda, Praha
(Received March 2, 1979)

## 0. INTRODUCTION

In this paper we develop a duality theory for linear integro-differential operators in the space $L_{m}^{p}$ of $m$-vector valued functions $L^{p}$-integrable on $[0,1]$ associated with the system

$$
\begin{gather*}
(l y)(t)=\sum_{i=0}^{n}\left(A_{i}(t) y^{(i)}(t)+\int_{0}^{1} K_{i}(t, s) y^{(i)}(s) \mathrm{d} s+\right.  \tag{0,1}\\
+\sum_{i=0}^{n-1} \sum_{j=1}^{k} C_{i, j}(t) y^{(i)}\left(t_{j-1}+\right)+D_{i, j}(t) y^{(i)}\left(t_{j}-\right)+f(t), \\
H y=\sum_{i=0}^{n-1} \sum_{j=1}^{k}\left(M_{i, j} y^{(i)}\left(t_{j-1}+\right)+N_{i, j} y^{(i)}\left(t_{j}-\right)\right)+\sum_{i=0}^{n} \int_{0}^{1} Q_{i} y^{(i)} \mathrm{d} t=0, \tag{0,2}
\end{gather*}
$$

where $0=t_{0}<t_{1}<\ldots t_{k}=1$ is a fixed subdivision of $[0,1]$ and $y$ is an $m$-vector valued function which is together with its derivatives ${y^{(i)}}^{(i)}$ of the orders $i, i \leqq n-1$ absolutely continuous on every subinterval $\left(t_{j-1}, t_{j}\right), j=1,2, \ldots, k$ and whose $n$-th order derivative $y^{(n)}$ is $L^{p}$-integrable on $[0,1]$. Such systems are usually called interface boundary value problems. Parhimovič [13], [14] showed (for $p=2$ ) that under certain natural assumptions on the coefficients such problems are normally solvable, and found their index. We shall give an explicit formula for the adjoint relation to the operator $L: D(L) \subset L_{m}^{p} \rightarrow L_{m}^{p}$ corresponding to $(0,1),(0,2)$ which is in general unbounded and nondensely defined. Similarly as in Brown, Krall [1] the main tool is the Linear Dependence Principle. Boundary value problems for integrodifferential operators have been recently treated e.g. by Maksimov [10], Maksimov and Rahmatullina [11], cf. also Schwabik, Tvrdý and Vejvoda [16] or [18], [19] and [20]. Interface problems for differential operators were considered e.g. by Bryan [3], Conti [5], Gonelli [6], Krall [9], Stallard [17] and Zettl [21]. Schwabik [15] disclosed the relationship between interface problems and linear generalized differential equations (in the sense of Kurzweil).

Throughout the paper the following notation and conventions are kept. For $-\infty<a<b<\infty$ the closed interval $a \leqq t \leqq b$ is denoted by [ $a, b$ ], its interior $a<t<b$ by $(a, b)$ and the corresponding half-open intervals $a<t \leqq b$ and $a \leqq t<b$ by $(a, b]$ and $[a, b)$, respectively. Given an $m \times k$-matrix $A=$ $=\left(a_{i, j}\right)_{i=1, \ldots, m}=1, \ldots, k, A^{*}$ denotes its transpose and $|A|=\max _{i=1, \ldots, m} \sum_{j=1}^{k}\left|a_{i, j}\right|$. The symbol $I$ stands everywhere for the unit matrix of the proper type and any zero matrix is denoted by $0 . R_{m}$ is the space of real column $m$-vectors with the norm $|x|=\max _{j=1, \ldots, m}\left|x_{j}\right|$ for $x=\left(x_{1}, x_{2}, \ldots, x_{m}\right) \in R_{m} \quad\left(R_{1}=R\right) . L_{m}^{p}(a, b)$ denotes the Banach space of functions $y:[a, b] \rightarrow R_{m}$ such that

$$
\|y\|_{L^{p}}=\left(\int_{0}^{1}|y(t)|^{p} \mathrm{~d} t\right)^{1 / p}<\infty
$$

$L_{m}^{\infty}(a, b)$ is the Banach space of functions $y:[a, b] \rightarrow R_{m}$ measurable and essentially bounded on $[a, b]$, i.e.

$$
\|y\|_{L^{\infty}}=\sup _{t \in[a b]} \operatorname{ess}|y(t)|<\infty .
$$

Instead of $L_{m}^{p}(0,1)$ we write only $L_{m}^{p}$.
Let $q=p /(p-1)$ if $p>1, q=\infty$ if $p=1$. Then $L_{m}^{q}(a, b)$ is isometrically isomorphic with the dual space of $L_{m}^{p}(a, b)$. Given $z \in L_{m}^{q}(a, b)$, the corresponding linear bounded functional $\langle\cdot, z\rangle_{L^{p}}$ on $L_{m}^{p}(a, b)$ is given by

$$
\langle y, z\rangle_{L^{p}}=\int_{a}^{b} z^{*} y \mathrm{~d} t \quad \text { for } \quad y \in L_{m}^{p}(a, b) .
$$

An $m \times k$-matrix valued function is said to be $L^{p}$-integrable on $[a, b]$ if every its column belongs to $L_{m}^{p}(a, b)$. (This concerns also the case $p=\infty$.)

Let $X, Y$ be Banach spaces and let $T$ be a linear operator acting from $X$ into $Y$. Then $D(T)$ denotes the domain of definition of $T$ in $X, R(T)$ is the range of $T$ in $Y$ and $N(T)$ is its null space. If the spaces $X^{*}$ and $Y^{*}$ are respectively dual spaces to $X$ and $Y$ and $\langle\cdot, u\rangle_{X},\langle\cdot, v\rangle_{Y}$ denote the linear bounded functionals corresponding respectively to $u \in X^{*}$ and $v \in Y^{*}$, then $T^{*} \subset X^{*} \times Y^{*}$ stands for the adjoint of $T$ defined by

$$
(u, v) \in T^{*} \quad \text { iff } \quad\langle T x, v\rangle_{Y}=\langle x, u\rangle_{X} \text { for all } \quad x \in D(T) .
$$

If $D(T)$ is dense in $X$ and $T$ is bounded, then $T^{*}$ is a linear bounded operator $Y^{*} \rightarrow X^{*}$ defined on the whole $Y^{*}\left((u, 0) \in T^{*}\right.$ iff $\left.u=0\right)$. In general, $T^{*}$ is a linear relation with the domain of definition $D\left(T^{*}\right)=\left\{v \in Y^{*}\right.$ : there exists $u \in X^{*}$ such that $\left.(u, v) \in T^{*}\right\}$ and the range $R\left(T^{*}\right)=\left\{u \in X^{*}\right.$ : there exists $v \in Y^{*}$ such that $\left.(u, v) \in T^{*}\right\}$. Let us notice that if $T$ has a closed range in $Y$, then the Fredholm alternatives

$$
R(T)=N\left(T^{*}\right)^{\perp}=\left\{y \in Y:\langle y, v\rangle_{Y}=0 \text { for all } v \in N\left(T^{*}\right)\right\}
$$

and

$$
N\left(T^{*}\right)={ }^{\perp} R(T)=\left\{v \in Y^{*}:\langle y, v\rangle_{Y}=0 \text { for all } y \in R(T)\right\}
$$

hold (where $N\left(T^{*}\right)=\left\{v \in Y^{*}:(0, v) \in T^{*}\right.$ is the null space of $\left.T^{*}\right\}$ ). For more details concerning linear relations see Coddington, Dijksma [4] Section 2.

## 1. THE SPACE $D_{m}^{n, p}$

Let $\left\{0=t_{0}<t_{1}<\ldots<t_{k}=1\right\}$ be an arbitrarily chosen fixed subdivision of the interval $[0,1]$ and let $1 \leqq p<\infty$.

Let us denote by $D_{m}^{n, p}$ the space of all functions $y:[0,1] \rightarrow R_{m}$ which together with their derivatives $y^{(i)}$ of the orders $i, i \leqq n-1$, are absolutely continuous on every $\left(t_{j-1}, t_{j}\right), j=1,2, \ldots, k$, and whose $n$-th order derivative $y^{(n)}$ is $L^{p}$-integrable on $[0,1]$.
1.1. Lemma. The mapping

$$
\begin{gather*}
x: y \in D_{m}^{n p} \rightarrow\left(y\left(t_{0}+\right), y\left(t_{1}+\right), \ldots, y\left(t_{k-1}+\right), y^{\prime}\left(t_{0}+\right),\right.  \tag{1,1}\\
y^{\prime}\left(t_{1}+\right), \ldots, y^{\prime}\left(t_{k-1}+\right), \ldots, y^{(n-1)}\left(t_{0}+\right), \\
\left.y^{(n-1)}\left(t_{1}+\right), \ldots, y^{(n-1)}\left(t_{k-1}+\right), y^{(n)}\right) \in R_{m m k} \times L_{m}^{p}
\end{gather*}
$$

is a one-to-one mapping of $D_{m}^{n, p}$ onto $R_{n m k} \times L_{m}^{p}$.
Proof. Given $\xi=\left(\alpha_{1,0}, \alpha_{1,1}, \ldots, \alpha_{1, k-1}, \ldots, \alpha_{n-1,0}, \alpha_{n-1,1}, \ldots, \alpha_{n-1, k-1}, z\right) \in$ $\in R_{n m k} \times L_{m}^{p}=Y$, let us put $\psi(\xi)=y$, where $y:[0,1] \rightarrow R_{m}$ is defined by

$$
\begin{aligned}
& y^{(n)}=z \text { a.e. on }[0,1] \\
& y^{(n-1)}(t)=\alpha_{n-1, j}+\int_{t_{j-1}}^{t} z \mathrm{~d} \tau \text { for } t \in\left(t_{j-1}, t_{j}\right), j=1,2, \ldots, k
\end{aligned}
$$

$$
y^{\prime}(t)=\alpha_{1, j}+\int_{t_{j-1}}^{t} y^{\prime \prime} \mathrm{d} \tau \quad \text { for } \quad t \in\left(t_{j-1}, t_{j}\right), \quad j=1,2, \ldots, k
$$

$$
y(t)=\alpha_{0, j}+\int_{t_{j-1}}^{t} y^{\prime} \mathrm{d} \tau \text { for } t \in\left(t_{j-1}, t_{j}\right), \quad j=1,2, \ldots, k
$$

$\left(y\left(t_{j}\right), j=0,1, \ldots, k\right.$ may be arbitrary).
Then evidently $\psi(\xi) \in D_{m}^{n, p}, \chi(\psi(\xi))=\xi$ for every $\xi \in Y$ and $\psi(\varkappa(y))=y$ for every $y \in D_{m}^{n, p}$.

Let us put for $y \in D_{m}^{n, p}$

$$
\begin{equation*}
\|y\|_{D}=\sum_{i=0}^{n-1} \sum_{j=1}^{k}\left|y^{(i)}\left(t_{j-1}+\right)\right|+\left\|y^{(n)}\right\|_{L^{p}} \tag{1,2}
\end{equation*}
$$

Then $\|\cdot\|_{D}$ is obviously a norm on $D_{m}^{n, p}$. Moreover, $\left.\|y\|_{D}=\|x(y)\|_{Y}{ }^{*}\right)$ for every $y \in D_{m}^{n, p}$. Consequently, we have

[^0]1.2. Lemma. $D_{m}^{n ; p}$ equipped with the norm (1,2) becomes a Banach space isometrically isomorphic with the Banach space $Y=R_{n m k} \times L_{m}^{p}$.
1.3. Remark. Let us notice that
$$
\|y\|_{D}=\sum_{j=1}^{k}\left\|y_{j}\right\|_{W} \quad \text { for } \quad y \in D_{m}^{n, p}
$$
where $y_{j}(j=1,2, \ldots, k)$ denote respectively the restrictions of $y$ on $\left(t_{j-1}, t_{j}\right)$ $(j=1,2, \ldots, k)$ and
$$
\left\|y_{j}\right\|_{W}=\sum_{i=0}^{n-1}\left|y_{j}^{(i)}\left(t_{j-1}+\right)\right|+\left(\int_{t_{j-1}}^{t_{j}}\left|y_{j}^{(n)}\right|^{p} \mathrm{~d} t\right)^{1 / p}
$$
is the norm of $y_{j}$ in the Sobolev space $W_{m}^{n, p}\left(t_{j-1}, t_{j}\right)(m$-vector valued functions which together with their derivatives of the orders $i, i \leqq n-1$, are absolutely continuous on $\left(t_{j-1}, t_{j}\right)$ and their $n$-th order derivative is $L^{p}$-integrable on $\left.\left(t_{j-1}, t_{j}\right)\right)$.
The zero element in the space $D_{m}^{n, p}$ is the class of functions $z:[0,1] \rightarrow R_{m}$ which vanish on every subinterval $\left(t_{j-1}, t_{j}\right), j=1,2, \ldots, k$ (the values $z\left(t_{j}\right)$ may be arbitrary).
It follows from Lemma 1.2 that the dual space $\left(D_{m}^{n, p}\right)^{*}$ of $D_{m}^{n, p}$ is isometrically isomorphic with the dual space $Y^{*}=R_{n m k} \times L_{m}^{q}(q=p /(p-1)$ if $p>1, q=\infty$ if $p=1$ ) of $Y=R_{n m k} \times L_{m}^{p}$.
1.4. Lemma. Given an arbitrary linear bounded operator $H: D_{m}^{n, p} \rightarrow R_{h}$, there exist $h \times m$-matrices $M_{i, j}(i=0,1, \ldots, n-1 ; j=0,1, \ldots, k-1)$ and an $h \times m$ matrix valued function $Q, L^{q}$-integrable on $[0,1](q=p /(p-1)$ if $p>1, q=\infty$ if $p=1$ ), such that
\[

$$
\begin{equation*}
H y=\sum_{i=0}^{n-1} \sum_{j=1}^{k} M_{i, j} y^{(i)}\left(t_{j-1}+\right)+\int_{0}^{1} Q y^{(n)} \mathrm{d} t \quad \text { for any } \quad y \in D_{m}^{n, p} . \tag{1,3}
\end{equation*}
$$

\]

Remark. In particular, any "side" operator $H$ of the form $(0,2)$ may be transformed to the form $(1,3)$.
1.5. Linear differential operator in $D_{m}^{n, p}$. Let $A_{i}(i=0,1, \ldots, n)$ be $m \times m$-matrix valued functions defined a.e. on $[0,1]$ and $L^{p}$ - integrable on $[0,1]$, while $A_{n}$ is essentially bounded on [0,1] and possesses an essentially bounded on [0,1] inverse $A_{n}^{-1}$. Let us consider the linear differential expression

$$
\lambda y=\sum_{i=0}^{n} A_{i} y^{(i)}
$$

on the space $D_{m}^{n, p}$.
Obviously $\lambda y \in L_{m}^{p}$ for any $y \in D_{m}^{n, p}$. Furthermore, it is well known that for any $j=1,2, \ldots, k, g_{j} \in L_{m}^{p}\left(t_{j-1}, t_{j}\right)$ and $d_{j}=\left(c_{0 j}, c_{1 j}, \ldots, c_{n-1}, j\right) \in R_{n m}$, there exists a unique function $y_{j} \in W_{m}^{n, p}\left(t_{j-1}, t_{j}\right)$ such that

$$
\lambda y_{j}=g_{j} \quad \text { a.e. on } \quad\left(t_{j-1}, t_{j}\right), \quad y_{j}^{(i)}\left(t_{j-1}+\right)=c_{i, j} \quad(i=0,1, \ldots, n-1) .
$$

By the variation-of-constants formula these $y_{j}$ may be expressed in the form

$$
y_{j}=U_{j} d_{j}+V_{j} g_{j},
$$

where $U_{j}: R_{n m} \rightarrow W_{m}^{n, p}\left(t_{j-1}, t_{j}\right)$ and $V_{j}: L_{m}^{p}\left(t_{j-1}, t_{j}\right) \rightarrow W_{m}^{n, p}\left(t_{j-1}, t_{j}\right)$ are linear bounded operators. Hence, for a given $g \in L_{m}^{p}$ and $d=\left(c_{i, j}\right)_{i=0,1, \ldots, n-1} j=1,2, \ldots, k \in$ $\in R_{n m k}$, there exists a unique function $y \in D_{m}^{n, p}$ left-continuous on every $\left(t_{j-1}, t_{j}\right]$, right-continuous at 0 and such that

$$
\lambda y=g \quad \text { a.e. on }[0,1]
$$

and

$$
y^{(i)}\left(t_{j-1}+\right)=c_{i, j} \quad(i=0,1, \ldots, n-1 ; j=1,2, \ldots, k) .
$$

The function $y$ may be expressed in the form

$$
\begin{equation*}
y=U d+V g, \tag{1,4}
\end{equation*}
$$

where $U: R_{n m k} \rightarrow D_{m}^{n, p}$ and $V: L_{m}^{p} \rightarrow D_{m}^{n, p}$ are linear bounded operators. In fact, we put $y(t)=y_{j}(t)$ on $\left(t_{j-1}, t_{j}\right), y\left(t_{j}\right)=y\left(t_{j}-\right), j=1,2, \ldots, k, y(0)=y(0+)$,

$$
\begin{aligned}
& (U d)(t)=\left(U_{j} d_{j}\right)(t) \text { for } t \in\left(t_{j-1}, t_{j}\right) \\
& (U d)\left(t_{j}\right)=(U d)\left(t_{j}-\right),(U d)(0)=(U d)(0+), \quad j=1,2, \ldots, k
\end{aligned}
$$

and

$$
(V g)(t)=\left(V g_{j}\right)(t) \text { for } t \in\left(t_{j-1}, t_{j}\right),
$$

$$
(V g)\left(t_{j}\right)=(V g)\left(t_{j}-\right),(V g)(0)=(V g)(0+), \quad j=1,2, \ldots, k,
$$

where $d_{j}=\left(c_{0, j}, c_{1, j}, \ldots, c_{n-1, j}\right) \in R_{n m}, d=\left(d_{1}, d_{2}, \ldots, d_{k}\right) \in R_{n m k}$ and $g_{j}$ is the restriction of $g$ on $\left(t_{j-1}, t_{j}\right)(j=1,2, \ldots, k)$. Thus

$$
\|U d\|_{D}=\sum_{j=1}^{k}\left\|U_{j} d_{j}\right\|_{W} \quad \text { and } \quad\|V g\|_{D}=\sum_{j=1}^{k}\left\|V_{j} g_{j}\right\|_{W}
$$

## 2. LINEAR INTEGRO-DIFFERENTIAL OPERATORS ON $D_{m}^{n, p}$

Throughout the rest of the paper we assume
2.1. Assumptions. $0=t_{0}<t_{1}<\ldots<t_{k}=1$ is a fixed subdivision of the interval $[0,1]$ and $D_{m}^{n, p}$ is the corresponding function space defined as in Section 1. $A_{i}(t)$, $C_{i, j}(t)(i=0,1, \ldots, n ; j=1,2, \ldots, k)$ are $m \times m$-matrix valued functions defined a.e. on $[0,1]$ and $L^{p}$-integrable on $[0,1], 1 \leqq p<\infty, A_{n}$ is essentially bounded on $[0,1], q=p /(p-1)$ if $p>1, q=\infty$ if $p=1, K(t, s)$ is an $m \times m$-matrix valued function measurable in $(t, s)$ on $[0,1] \times[0,1]$ and such that $K(\cdot, s)$ is measurable on $[0,1]$ for a.e. $s \in[0,1], K(t, \cdot)$ is $L^{q}$-integrable on $[0,1]$ for a.e. $t \in[0,1]$ and the function $t \in[0,1] \rightarrow\|K(t, \cdot)\|_{L^{q}}$ is $L^{p}$-integrable on $[0,1]$, i.e.

$$
\begin{equation*}
\|K\|_{p, q}=\left(\int_{0}^{1}\left(\int_{0}^{1}|K(t, s)|^{q} \mathrm{~d} s\right)^{p / q} \mathrm{~d} t\right)^{1 / p}<\infty . \tag{2,1}
\end{equation*}
$$

Under the assumptions 2.1 the integro-differential expression

$$
\begin{equation*}
(\ell y)(t)=\sum_{i=0}^{n} A_{i}(t) y^{(i)}(t)+\sum_{j=1}^{k} \sum_{i=0}^{n-1} C_{i, j}(t) y^{(i)}\left(t_{j-1}+\right)+\int_{0}^{1} K(t, s) y^{(n)}(s) \mathrm{d} s \tag{2,2}
\end{equation*}
$$ is for every $y \in D_{m}^{n, p}$ defined a.e. on [0,1]. Moreover, as

$$
\begin{equation*}
K: u \in L_{m}^{p} \rightarrow \int_{0}^{1} K(t, s) u(s) \mathrm{d} s \tag{2,3}
\end{equation*}
$$

defines a Hille-Tamarkin operator on $L_{m}^{p}, K$ is linear and bounded (cf. [7], Theorems 11.5 and 11.1). Thus we have
2.2. Lemma. $\ell y \in L_{m}^{p}$ for any $y \in D_{m}^{n, p}$ and the linear operator $\ell: y \in D_{m}^{n, p} \rightarrow$ $\rightarrow \ell y \in L_{m}^{p}$ is bounded.

Proof. It remains to show the boundedness of $\ell$. In fact, using the Hölder inequality we have for any $y \in D_{m}^{n, p}$

$$
\begin{gathered}
\|\ell y\|_{L^{p}}=\left(\int_{0}^{1}\left|\sum_{i=0}^{n} A_{i} y^{(i)}+\sum_{j=1}^{k} \sum_{i=0}^{n-1} C_{i, j} y^{(i)}\left(t_{j-1}+\right)+\int_{0}^{1} K(t, s) y^{(n)}(s) \mathrm{d} s\right|^{p} \mathrm{~d} t\right)^{1 / p} \leqq \\
\leqq\left\|A_{n}\right\|_{L^{\infty}}\left\|y^{(n)}\right\|_{L^{p}}+\sum_{i=0}^{n-1}\left\|A_{i}\right\|_{L^{p}}\left\|y^{(i)}\right\|_{L^{\infty}}+ \\
+\sum_{j=1}^{k} \sum_{i=0}^{n-1}\left\|C_{i, j}\right\|_{L^{p}}\left|y^{(i)}\left(t_{j-1}+\right)\right|+\|K\|_{p, q}\left\|y^{(n)}\right\|_{L^{p}}
\end{gathered}
$$

Since for any $i=0,1, \ldots, n-1$ and $t \in\left(t_{j-1}, t_{j}\right), j=0,1, \ldots, k$

$$
\begin{gathered}
\left|y^{(i)}(t)\right|=\left\lvert\, \sum_{r=0}^{n-i-1} y^{(i+r)}\left(t_{j-1}+\right)\left(t-t_{j-1}\right)^{r} \frac{1}{r!}+\right. \\
+\int_{t_{j-1}}^{t}\left(\int_{t_{j-1}}^{\tau_{1}}\left(\ldots\left(\int_{t_{j-1}}^{\tau_{n-i-1}} y^{(n)} \mathrm{d} \tau_{n-i}\right) \mathrm{d} \tau_{n-i-1}\right) \ldots\right) \mathrm{d} \tau_{1} \mid \leqq \\
\leqq \sum_{r=0}^{n-i-1}\left|y^{(i+r)}\left(t_{j-1}+\right)\right|+\left\|y^{(n)}\right\|_{L^{1}} \leqq \\
\leqq \sum_{r=0}^{n-i-1}\left|y^{(i+r)}\left(t_{j-1}+\right)\right|+\left\|y^{(n)}\right\|_{L^{p}} \leqq\|y\|_{D},
\end{gathered}
$$

it follows that

$$
\|\ell y\|_{L^{p}} \leqq\left\{\left\|A_{n}\right\|_{L^{\infty}}+\sum_{i=0}^{n-1}\left(\left\|A_{i}\right\|_{L^{p}}+\sum_{j=1}^{k}\left\|C_{i, j}\right\|_{L^{p}}\right)+\|K\|_{p, q}\right\}\|y\|_{D}
$$

for all $y \in D_{m}^{n, p}$.
Remark. Under reasonable assumptions the integro-differential expression on the left-hand side of $(0,1)$ can be reduced by repeated integration by parts to the form $(2,2)$.

## 3. LINEAR INTEGRO-DIFFERENTIAL OPERATORS UNDER LINEAR CONSTRAINTS ON $D_{m}^{n, p}$

Under the assumptions 2.1 the integro-differential expression (2,2) defines a function from $L_{m}^{p}$ for every $y \in D_{m}^{n, p}$ (cf. 2.2).

Let $H: D_{m}^{n, p} \rightarrow R_{h}$ be an arbitrary linear bounded $h$-vector valued functional on $D_{m}^{n, p}$, i.e.

$$
\begin{equation*}
H y=\sum_{i=0}^{n-1} \sum_{j=1}^{k} M_{i, j} y^{(i)}\left(t_{j-1}+\right)+\int_{0}^{1} Q y^{(n)} \mathrm{d} t \text { for } y \in D_{m}^{n, p} \tag{3,1}
\end{equation*}
$$

where
$(3,2) M_{i, j}(i=0,1, \ldots, n-1 ; j=0,1, \ldots, k-1)$ are $h \times m$-matrices and $Q$ is an $h \times m$-matrix valued function $L^{q}$-integrable on $[0,1]$
(cf. 1.3).
Endowed with the norm of $L_{m}^{p}, D_{m}^{n, p}$ becomes a dense subspace of $L_{m}^{p}$ and $\ell$ may be considered a densely defined operator in $L_{m}^{p}$.
3.1. Definition. $L$ is the linear operator with domain $D(L)=\left\{y \in D_{m}^{n, p}: H y=\right.$ $=0\}$ in $L_{m}^{p}$ and the range $R(L)$ in $L_{m}^{p}$ defined by

$$
L: y \in D(L) \subset L_{m}^{p} \rightarrow \ell y \in L_{m}^{p} .
$$

( $L$ is the restriction of $\ell$ to $D(L)=N(H)$.)
Since $D(L)$ need not be dense in $L_{m}^{p}$, the adjoint $L^{*}$ to $L$ is in general a linear relation in $L_{m}^{q} \times L_{m}^{q}$. To derive its explicit form we examine the expression

$$
\begin{gather*}
\langle L y, z\rangle_{L^{p}}=\int_{0}^{1} z^{*}(\ell y) \mathrm{d} t=  \tag{3,3}\\
=\sum_{i=0}^{n} \int_{0}^{1} z^{*}\left(A_{i} y^{(i)}\right) \mathrm{d} t+\sum_{i=0}^{n-1} \sum_{j=1}^{k}\left(\int_{0}^{1} z^{*} C_{i, j} \mathrm{~d} t\right) y^{(i)}\left(t_{j-1}+\right)+ \\
+\int_{0}^{1} z^{*}(t)\left(\int_{0}^{1} K(t, s) y^{(n)}(s) \mathrm{d} s\right) \mathrm{d} t
\end{gather*}
$$

with $z \in L_{m}^{q}$ and $y \in D(L)$.
3.2. Lemma. Given $z \in L_{m}^{q}, y \in D_{m}^{n, p}$ and $i=0,1, \ldots, n-1$, then

$$
\begin{align*}
\sum_{i=0}^{n} \int_{0}^{1} z^{*} A_{i} y^{(i)} \mathrm{d} t & =\sum_{j=1}^{k} \sum_{i=0}^{n-1}\left(\sum_{r=0}^{i}\left[J^{i-r+1}\left(z^{*} A_{r}\right)\right]\left(t_{j-1}\right) y^{(i)}\left(t_{j-1}+\right)+\right.  \tag{3,4}\\
& \left.+\sum_{i=0}^{n} \int_{0}^{1}\left[J^{n-i}\left(z^{*} A_{i}\right)\right] y^{(n)} \mathrm{d} t\right),
\end{align*}
$$

where

$$
\begin{gather*}
{\left[J^{r} u\right](t)=\int_{t}^{t_{j}}\left(\int_{\tau_{1}}^{t_{j}}\left(\ldots\left(\int_{\tau_{r-1}}^{t_{j}} u\left(\tau_{r}\right) \mathrm{d} \tau_{r}\right) \mathrm{d} \tau_{r-1}\right) \ldots\right) \mathrm{d} \tau_{1} \text { for } t \in\left(t_{j-1}, t_{j}\right)}  \tag{3,5}\\
\text { and any } u \in L_{m}^{p}, \quad r=1,2, \ldots, \\
J^{0} u=u
\end{gather*}
$$

Proof. By repeated integration by parts we obtain for any $z \in L_{m}^{q}, y \in D_{m}^{n, p}$ and $i=0,1, \ldots, n-1$ successively

$$
\begin{gathered}
\sum_{i=0}^{n-1} \int_{0}^{1} z^{*} A_{i} y^{(i)} \mathrm{d} t=\sum_{i=0}^{n-1} \sum_{j=1}^{k} \int_{t_{j-1}}^{t_{j}} z^{*} A_{i} y^{(i)} \mathrm{d} t= \\
=\sum_{j=1}^{k} \sum_{i=0}^{n-1}\left(\int_{t_{j-1}}^{t_{j}} z^{*} A_{i} \mathrm{~d} \tau\right) y^{(i)}\left(t_{j-1}+\right)+\int_{t_{j-1}}^{t_{j}}\left(\int_{t}^{t_{j}} z^{*} A_{i} \mathrm{~d} \tau\right) y^{(i+1)} \mathrm{d} t= \\
=\sum_{j=1}^{k} \sum_{i=0}^{n-1}\left(\int_{t_{j-1}}^{t_{j}} z^{*} A_{i} \mathrm{~d} \tau\right) y^{(i)}\left(t_{j-1}+\right)+\left(\int_{t_{j-1}}^{t_{j}}\left(\int_{\tau_{1}}^{t_{j}} z^{*} A_{i} \mathrm{~d} \tau_{2}\right) \mathrm{d} \tau_{1}\right) y^{(i+1)}\left(t_{j-1}+\right)+ \\
+\int_{t_{j-1}}^{t_{j}}\left(\int_{t}^{t_{j}}\left(\int_{\tau_{1}}^{t_{j}} z^{*} A_{i} \mathrm{~d} \tau_{2}\right) \mathrm{d} \tau_{1}\right) y^{(i+2)} \mathrm{d} t=\ldots= \\
=\sum_{j=1}^{k} \sum_{i=0}^{n-1}\left(\int_{t_{j-1}}^{t_{j}} z^{*} A_{i} \mathrm{~d} \tau\right) y^{(i)}\left(t_{j-1}+\right)+\left(\int_{t_{j-1}}^{t_{j}}\left(\int_{\tau_{1}}^{t_{j}} z^{*} A_{i} \mathrm{~d} \tau_{2}\right) \mathrm{d} \tau_{1}\right) y^{(i+1)}\left(t_{j-1}+\right)+ \\
+\left(\int_{t_{j-1}}^{t_{j}}\left(\int_{\tau_{j}}^{t_{j}}\left(\ldots\left(\int_{\tau_{n-i-1}}^{t_{j}} z^{*} A_{i} \mathrm{~d} \tau_{n-i}\right) \mathrm{d} \tau_{n-i-1}\right) \ldots\right) \mathrm{d} \tau_{1}\right) y^{(n-1)}\left(t_{j-1}+\right)+ \\
+\int_{t_{j-1}}^{t_{j}}\left(\int_{t}^{t_{j}}\left(\int_{\tau_{1}}^{t_{j}}\left(\ldots\left(\int_{\tau_{n-i-1}}^{t_{j}} z^{*} A_{i} \mathrm{~d} \tau_{n-i}\right) \mathrm{d} \tau_{n-i-1}\right) \ldots\right) \mathrm{d} \tau_{1}\right) y^{(n)} \mathrm{d} t= \\
=\sum_{j=1}^{k}\left(\sum_{i=0}^{n-1} \sum_{r=i}^{n-1}\left[J^{r-i+1}\left(z^{*} A_{i}\right)\right]\left(t_{j-1}\right) y^{(r)}\left(t_{j-1}+\right)\right)+\sum_{i=0}^{n-1} \int_{0}^{1}\left[J^{n-i}\left(z^{*} A_{i}\right)\right] y^{(n)} \mathrm{d} t,
\end{gathered}
$$

where the notation $(3,5)$ was utilized. Changing the order of summation in the expression in the brackets we obtain the relation $(3,4)$.
3.3. Lemma. Given $z \in L_{m}^{q}$ and $u \in L_{m}^{p}$, then

$$
\begin{equation*}
\int_{0}^{1} z^{*}(t)\left(\int_{0}^{1} K(t, s) u(s) \mathrm{d} s\right) \mathrm{d} t=\int_{0}^{1}\left(\int_{0}^{1}\left|z^{*}(t)\right| K(t, s) \mathrm{d} t\right) u(s) \mathrm{d} s . \tag{3,6}
\end{equation*}
$$

Proof. Since for any $z \in L_{m}^{q}$ and $u \in L_{m}^{p}$

$$
\begin{gathered}
\int_{0}^{1}\left(\int_{0}^{1}\left|z^{*}(t) K(t, s) u(s)\right| \mathrm{d} s\right) \mathrm{d} t \leqq\left(\int_{0}^{1}\left|z^{*}(t)\right|\|K(t, \cdot)\|_{L^{q}} \mathrm{~d} t\right)\|u\|_{L^{p}} \leqq \\
\leqq\|z\|_{L^{q}}\|K\|_{p, q}\|u\|_{L^{p}}<\infty
\end{gathered}
$$

and the function $z^{*}(t) K(t, s) u(s)$ is certainly measurable on $[0,1] \times[0,1]$, the relation $(3,6)$ follows by the Tonelli-Hobson Theorem ([12], Corollary of Theorem XII.4.2).

By virtue of the formulas $(3,4)-(3,6)$ the relation $(3,3)$ will be reduced to

$$
\begin{align*}
\langle L y, z\rangle_{L^{p}} & =\sum_{i=0}^{n-1} \sum_{j=1}^{k}\left(\int_{0}^{1} z^{*} C_{i, j} \mathrm{~d} t+\sum_{r=0}^{i}\left[J^{i-r+1}\left(z^{*} A_{r}\right)\right]\left(t_{j-1}\right)\right) y^{(i)}\left(t_{j-1}+\right)+  \tag{3,7}\\
& +\int_{0}^{1}\left(\int_{0}^{1} z^{*}(s) K(s, t) \mathrm{d} s+\sum_{i=0}^{n}\left[J^{n-i}\left(z^{*} A_{i}\right)\right] y^{(n)}\right) \mathrm{d} t
\end{align*}
$$

for all $z \in L_{m}^{q}$ and $y \in D_{m}^{n, p}$.
The couple $(v, z) \in L_{m}^{q} \times L_{m}^{q}$ belongs to the graph of the adjoint relation $L^{*}$ if and only if

$$
\langle L y, z\rangle_{L^{p}}=\langle y, v\rangle_{L^{p}}=\int_{0}^{1} v^{*} y \mathrm{~d} t \text { for all } y \in D(L)
$$

Similarly as the relation $(3,4)$ was derived in Lemma 3.2 we may derive that

$$
\begin{equation*}
\langle y, v\rangle_{L^{p}}=\sum_{i=0}^{n-1} \sum_{j=1}^{k}\left[J^{i+1} v^{*}\right]\left(t_{j-1}\right) y^{(i)}\left(t_{j-1}+\right)+\int_{0}^{1}\left[J^{n} v^{*}\right] y^{(n)} \mathrm{d} t \tag{3,8}
\end{equation*}
$$

holds for all $y \in D_{m}^{n, p}$ and $v \in L_{m}^{q}$. This together with (3,7) yields that $(v, z) \in L^{*}$ if and only if

$$
\begin{align*}
\sum_{i=0}^{n-1} \sum_{j=1}^{k} & \left\{\int_{0}^{1} z^{*} C_{i, j} \mathrm{~d} t+\sum_{r=0}^{i}\left[J^{i-r+1}\left(z^{*} A_{r}\right)\right]\left(t_{j-1}\right)-\left[J^{i+1} v^{*}\right]\left(t_{j-1}\right)\right\} y^{(i)}\left(t_{j-1}+\right)+  \tag{3,9}\\
+ & \int_{0}^{1}\left\{\int_{0}^{1} z^{*}(s) K(s, t) \mathrm{d} s+\sum_{r=0}^{n}\left[J^{n-r}\left(z^{*} A_{r}\right)\right]-\left[J^{n} v^{*}\right]\right\} y^{(n)} \mathrm{d} t=0
\end{align*}
$$

holds for every $y \in D(L)$. Now, we can make use of the Linear Dependence Principle ([8], p. 7):

Suppose $\lambda, \psi_{1}, \psi_{2}, \ldots, \psi_{N}$ is a finite collection of linear functionals (possibly unbounded) defined on a linear space $X$ and such that

$$
\psi_{j}(x)=0, \quad j=1,2, \ldots, N \quad \text { implies } \quad \lambda(x)=0
$$

$\left(\bigcap_{j=1}^{N} N\left(\psi_{j}\right) \subset N(\lambda)\right)$. Then on $X \lambda$ is a linear combination of the functionals $\psi_{1}, \psi_{2}, \ldots$ $\ldots, \psi_{N}$ (i.e. there are $\varphi_{1}, \varphi_{2}, \ldots, \varphi_{N} \in R$ such that

$$
\left.\lambda(x)=\varphi_{1} \psi_{1}(x)+\varphi_{2} \psi_{2}(x)+\ldots+\varphi_{N} \psi_{N}(x) \text { on } X\right) .
$$

From the definition of $D(L)$ and from the Linear Dependence Principle it is clear that $(3,9)$ may occur if and only if there exists $\varphi \in R_{h}$ such that the relations
$(3,10) \int_{0}^{1} z^{*} C_{i, j} \mathrm{~d} t+\sum_{r=0}^{i}\left[J^{i-r+1}\left(z^{*} A_{r}\right)\right]\left(t_{j-1}\right)-\left[J^{i+1} v^{*}\right]\left(t_{j-1}\right)=\varphi^{*} M_{i, j}$,

$$
i=0,1, \ldots, n-1 ; j=1,2, \ldots, k
$$

and
$(3,11) \int_{0}^{1} z^{*}(s) K(s, t) \mathrm{d} s+\sum_{r=0}^{n}\left[J^{n-r}\left(z^{*} A_{r}\right)\right](t)-\left[J^{n} v^{*}\right](t)=\varphi^{*} Q(t)$ a.e. on $[0,1]$
hold. In particular, if we denote

$$
\ell_{0}^{+}(z, \varphi)=-\sum_{r=0}^{n-1}\left[J^{n-r}\left(A_{r}^{*} z\right)\right]+J^{n} v
$$

then $\ell_{0}^{+}(z, \varphi)$ is absolutely continuous on every $\left(t_{j-1}, t_{j}\right), j=1,2 \ldots, k$ and

$$
\begin{equation*}
\ell_{0}^{+}(z, \varphi)=A_{n}^{*} z+\int_{0}^{1} K^{*}(t, s) z(s) \mathrm{d} s-Q^{*} \varphi \quad \text { a.e. on } \quad[0,1] \tag{3,12}
\end{equation*}
$$

Let us notice that for a given $u \in L_{m}^{q},[J u]^{\prime}=-u$ a.e. on $[0,1]$ and

$$
\left[J^{r} u\right]^{\prime}=-\left[J^{r-1} u\right], \quad r=2,3, \ldots \quad \text { on each }\left(t_{j-1}, t_{j}\right), \quad j=1,2, \ldots, k .
$$

Hence

$$
\left[\ell_{0}^{+}(z, \varphi)\right]^{\prime}=A_{n-1}^{*} z+\sum_{i=0}^{n-2}\left[J^{n-1-r}\left(A_{r}^{*} z\right)\right]-\left[J^{n-1} v\right] \text { a.e. on }[0,1]
$$

Denoting

$$
\ell_{1}^{+}(z, \varphi)=-\sum_{i=0}^{n-2}\left[J^{n-1-r}\left(A_{r}^{*} z\right)\right]+\left[J^{n-1} v\right]
$$

we obtain

$$
\begin{equation*}
\ell_{1}^{+}(z, \varphi)=-\left[\ell_{0}^{+}(z, \varphi)\right]^{\prime}+A_{n-1}^{*} z \quad \text { a.e. on } \quad[0,1] \tag{3,13}
\end{equation*}
$$

with $\ell_{1}^{+}(z, \varphi)$ absolutely continuous on every $\left(t_{j-1}, t_{j}\right)$. In general, we denote for $i=0,1, \ldots, n-1$

$$
\begin{equation*}
\ell_{i}^{+}(z, \varphi)=-\sum_{r=0}^{n-1-i}\left[J^{n-i-r}\left(A_{r}^{*} z\right)\right]+\left[J^{n-i} v\right] \tag{3,14}
\end{equation*}
$$

Thus every $\ell_{i}^{+}(z, \varphi), i=0,1, \ldots, n-1$ is absolutely continuous on each interval $\left(t_{j-1}, t_{j}\right), j=1,2, \ldots, k$. Moreover,

$$
\begin{gather*}
\ell_{i}^{+}(z, \varphi)=-\left[\ell_{i-1}^{+}(z, \varphi)\right]^{\prime}+A_{n-i}^{*} z \text { a.e. on }[0,1]  \tag{3,15}\\
i=1,2, \ldots, n-1
\end{gather*}
$$

and

$$
\left[\ell_{n-1}^{+}(z, \varphi)\right]^{\prime}=A_{0}^{*} z+v \quad \text { a.e. on }[0,1]
$$

It means that the relation $(3,11)$ is equivalent to

$$
v=-\left[\ell_{n-1}^{+}(z, \varphi)\right]^{\prime}+A_{0}^{*} z \quad \text { a.e. on }[0,1]
$$

In particular,

$$
\begin{equation*}
\ell_{n}^{+}(z, \varphi):=-\left[\ell_{n-1}^{+}(z, \varphi)\right]^{\prime}+A_{0}^{*} z \in L_{m}^{q} \tag{3,16}
\end{equation*}
$$

By $(3,14)$ we have

$$
\begin{equation*}
\left[\ell_{i}^{+}(z, \varphi)\right]\left(t_{j}-\right)=0 \quad \text { for all } \quad i=0,1, \ldots, n-1 ; j=1,2, \ldots, k \tag{3,17}
\end{equation*}
$$

Furthermore,

$$
\ell_{i}^{+}(z, \varphi)\left(t_{j-1}+\right)=-\sum_{r=0}^{n-1-i}\left[J^{n-i-r}\left(A_{r}^{*} z\right)\right]\left(t_{j-1}\right)+\left[J^{n-i} v\right]\left(t_{j-1}\right)
$$

By virtue of this identity the relation $(3,10)$ becomes

$$
\begin{gather*}
{\left[\ell_{i}^{+}(z, \varphi)\right]\left(t_{j-1}+\right)=\int_{0}^{1} C_{n-1-i, j}^{*} z \mathrm{~d} t-M_{n-1-i, j}^{*} \varphi \quad \text { for all }}  \tag{3,18}\\
i=0,1, \ldots, n-1 \text { and } j=1,2, \ldots, k
\end{gather*}
$$

To summarize:
3.4. Theorem. Let us assume 2.1 and $(3,2)$ and let us denote by $D^{+}$the set of all couples $(z, \varphi) \in L_{m}^{q} \times R_{h}$ such that there exist functions $\ell_{i}^{+}(z, \varphi), i=0,1, \ldots, n-1$, absolutely continuous on every interval $\left(t_{j-1}, t_{j}\right), j=1,2, \ldots, k$, and fulfilling $(3,12),(3,15),(3,17)$ and $(3,18)$.

Let $\ell_{n}^{+}(z, \varphi)$ be defined for $(z, \varphi) \in D^{+}$by $(3,16)$. Then the graph of the adjoint relation $L^{*}$ to $L$ consists of all couples $\left(\ell_{n}^{+}(z, \varphi), z\right)$ with $(z, \varphi) \in D^{+}$, i.e.

$$
L^{*}=\left\{\left(\ell_{n}^{+}(z, \varphi), z\right):(z, \varphi) \in D^{+}\right\}
$$

In particular, the domain $D\left(L^{*}\right)$ of $L^{*}$ is the set of all $z \in L_{m}^{q}$ for which there exists $\varphi \in R_{h}$ such that $(z, \varphi) \in D^{+}$.

The "only if" part of Theorem 3.4 also follows from the following "Green's formula" which is easy to verify (cf. [1]).
3.5. Proposition. Given $y \in D_{m}^{n, p}$ and $(z, \varphi) \in D^{+}$, then

$$
\begin{equation*}
\left\langle y, \ell_{n}^{+}(z, \varphi)\right\rangle_{L^{p}}=\langle\ell y, z\rangle_{L^{p}}-\varphi^{*}(H y) \tag{3,19}
\end{equation*}
$$

Remark. If $1<p<\infty$, then by [7], Theorem 11.6 the operator $K$ given by $(2,3)$ is compact. This enables us to show analogously as in [16] V. 2 the closedness of the range $R(L)$ of the operator $L$. In fact, according to the variation-of-constants formula $(1,3)$, for a couple $(f, r) \in L_{m}^{p} \times R_{h}$ there exists $y \in D_{m}^{n, p}$ such that $\ell y=f$ and $H y=r$ if and only if for some $d=\left(c_{i, j}\right)_{i=0,1, \ldots, n-1}{ }_{j=1,2, \ldots, k} \in R_{n m k}$,

$$
y=U d+V(f-C d-K y) \quad \text { and } \quad H(U-V C) d-H V K y=r,
$$

where $C: R_{n m k} \rightarrow L_{m}^{p}$,

$$
(C d)(t):=\sum_{j=1}^{k} \sum_{i=0}^{n-1} C_{i, j}(t) c_{i, j} \quad \text { a.e. on } \quad[0,1]
$$

for

$$
d=\left(c_{i, j}\right)_{i=0,1, \ldots, n-1 \quad j=1,2, \ldots, k} \in R_{n m k}
$$

In other words, $(f, r) \in L_{m}^{p} \times R_{h}$ belongs to the range $R(\mathscr{L})$ of the operator

$$
\begin{equation*}
\mathscr{L}: y \in D_{m}^{n, p} \rightarrow\binom{\ell y}{H y} \in L_{m}^{p} \times R_{h} \tag{3,20}
\end{equation*}
$$

if and only if $(V f, r)$ belongs to the range $R(T)$ of the operator

$$
T:(y, d) \in D_{m}^{n, p} \times R_{n m k} \rightarrow\binom{y-(U-V C) d+V K y}{H(U-V C) d-H V K y} \in D_{m}^{n, p} \times R_{h} .
$$

Since all the operators $U-V C, V K, H(U-V C)$ and $H V K$ are compact and $\theta:(f, r) \in L_{m}^{p} \times R_{h} \rightarrow(V f, r) \in D_{m}^{n, p} \times R_{h}$ is bounded, the closedness of the range $R(\mathscr{L})=0_{-1}(R(T))$ of $\mathscr{L}$ follows from the following lemma.
3.7. Lemma. Let $X$ be a Banach space. Let the operators $Q: X \rightarrow X, P: X \rightarrow R_{h}$, $A: R_{m} \rightarrow X$ and $\cdot B: R_{m} \rightarrow R_{h}$ be linear and bounded. Then, provided that $Q$ is compact, the operator

$$
W:(x, d) \in X \times R_{m} \rightarrow\binom{x-A d-Q x}{B d+P x} \in X \times R_{h}
$$

has closed range in $X \times R_{h}$.
Proof. a) If $m<h$, let us put for $d=\binom{c}{d^{\prime}} \in R_{h}, c \in R_{m}$

$$
\tilde{A} d:=A c \in X, \quad \widetilde{B} d:=B c \in R_{h}
$$

and for $x \in X$

$$
\tilde{W}(x, d):=\binom{\tilde{A} d+Q x}{(-I+\tilde{B}) d+P x} \in X \times R_{h},
$$

where $I$ stands for the identity operator on $R_{h}$ (the identity $h \times h$-matrix). Clearly, $\tilde{W}$ is linear, bounded and compact and consequently the range $R(W)=R(I-\tilde{W})$ ( $I$ the identity operator on $X \times R_{h}$ ) of both $W$ and $I-\tilde{W}$ is closed in $X \times R_{h}$.
b) If $m>h$, we put

$$
\widetilde{B} d:=\binom{B d}{0} \in R_{m}, \quad \widetilde{P} x:=\binom{P x}{0} \in R_{m}
$$

for $d \in R_{m}$ and $x \in X$. Then $(y, u) \in R(W)$ if and only if $(y, v)$, where $v=\binom{u}{0} \in R_{m}$, belongs to the range of the operator

$$
I-\tilde{W}:(x, d) \in X \times R_{m} \rightarrow\binom{\dot{x}}{d}-\binom{A d+Q x}{(-I+\widetilde{B}) d+\widetilde{P} x} \in X \times R_{m}
$$

Again $\tilde{W}$ is compact and consequently $R(I-\tilde{W})$ is closed in $X \times R_{m}$. Now it is easy to verify that also $R(W)$ is closed in $X \times R_{h}$.
c) The case $m=h$ is obvious.
3.8. Corollary. The operator $\mathscr{L}$ given by $(3,20)$ has closed range in $L_{m}^{p} \times R_{h}$. Since $f \in L_{m}^{p}$ belongs to the range of $L$ if and only if $(f, 0) \in L_{m}^{p} \times R_{h}$ belongs to the range of $\mathscr{L}$, the closedness of the range of $L$ in $L_{m}^{p}$ follows immediately from 3.8.
3.9. Theorem. Let us assume 2.1 and $(3,2)$ and let $1<p<\infty$. Then the operator $L$ (defined in 3.1) has closed range in $L_{m}^{p}$.

## References

[1] R. C. Brown and A. M. Krall: n-th order ordinary differential systems under Stieltjes boundary conditions, Czech. Math. J. 27 (102) (1977), 119-131.
[2] R. C. Brown and M. Tvrdý: Generalized boundary value problems with abstract side conditions and their adjoints I, Czech. Math. J., 30 (105) (1980), 7-27.
[3] R. N. Bryan: A nonhomogeneous linear differential system with interface conditions, Proc. AMS 22 (1969), 270-276.
[4] E. A. Coddington and A. Dijksma: Adjoint subspaces in Banach spaces with applications to ordinary differential subspaces, Annali di Mat. Pura ed Appl., CXVIII (1978), 1-118.
[5] R. Conti: On ordinary differential equations with interface conditions, J. Diff. Eq. 4 (1968), 4-11.
[6] A. Gonelli: Un teorema di esistenza per un problema di tipo interface, Le Matematiche, 22 (1967), 203-211.
[7] K. Jörgens: Lineare Integraloperatoren, B. G. Teubner Stuttgart, 1970.
[8] J. L. Kelley and I. Namioka: Linear Topological Spaces, Van Nostrand, Princeton, New Jersey, 1963.
[9] A. M. Krall: Differential operators and their adjoints under integral and multiple point boundary conditions, J. Diff. Eq. 4 (1968), 327-336.
[10] V. P. Maksimov: The property of being Noetherian of the general boundary value problem for a linear functional differential equation (in Russian), Diff. Urav. 10 (1974), 2288-2291.
[11] V. P. Maksimov and L. F. Rahmatullina: A linear functional-differential equation that is solved with respect to the derivative (in Russian) Diff. Urav. 9 (1973), 2231-2240.
[12] I. P. Natanson: Theory of Functions of a Real Variable, Frederick Ungar, New York.
[13] J. V. Parhimovič: Multipoint boundary value problems for linear integro-differential equations in the class of smooth functions (in Russian), Diff. Urav. 8 (1972), 549-552.
[14] J. V. Parhimovič: The index and normal solvability of a multipoint boundary value problem for an integro-differential equation (in Russian), Vesci Akad. Nauk BSSR, Ser. Fiz.-Mat. Nauk, 1972, 91-93.
[15] Št. Schwabik: Differential equations with interface condtions, Časopis pěst. mat. 105 (1980), 391-408.
[16] Št. Schwabik, M. Tvrdý and O. Vejvoda: Differential and Integral Equations: Boundary Value Problems and Ajoints, Academia, Praha, 1979.
[17] F. W. Stallard: Differential systems with interface conditions, Oak Ridge Nat. Lab. Publ. No. 1876 (Physics).
[18] M. Tvrdý: Linear functional-differential operators: normal solvability and adjoints, Colloquia Mathematica Soc. János Bolyai, 15, Differential Equations, Keszthely (Hungary), 1975, 379-389.
[19] M. Tvrdy: Linear boundary value type problems for functional-differential equations and their adjoints, Czech. Math. J. 25 (100), (1975), 37-66.
[20] M. Tvrdy: Boundary value problems for generalized linear differential equations and their adjoints, Czech. Math. J. 23 (98) (1973), 183-217.
[21] A. Zettl: Adjoint and self-adjoint boundary value problems with interface conditions, SIAM J. Appl. Math. 16 (1968), 851-859.

Authors' addresses: R. C. Brown, Department of Mathematics, The University of Alabama, Alabama 35486, U.S.A., M. Tvrdý, O. Vejvoda, 11567 Praha 1, Žitná 25, ČSSR (Matematický ústav ČSAV).


[^0]:    ${ }^{*}$ ) If $\|\cdot\|_{X}$ and $\|\cdot\|_{Y}$ are norms in $X$ and $Y$, respectively, then the norm on the product space $X \times Y$ is defined by $(x, y) \in X \times Y$

    $$
    \|(x, y)\|_{X \times Y}=\|x\|_{X}+\|y\|_{Y} .
    $$

