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## Preface

The present book is devoted to certain problems which belong to the domain of integral equations and boundary value problems for differential equations. Its essential part is concerned with linear systems of integral and generalized differential equations having in general discontinuous solutions of bounded variation on an interval. For various types of boundary value problems we derive adjoint problems in order to provide solvability conditions based on the principles of functional analysis.

Our exposition starts with an introductory chapter on linear algebra, functional analysis, Perron-Stieltjes integral and functions of bounded variation. In this chapter we collect some results needed in the other parts of the book. The second chapter contains results on integral operators in the Banach space of functions of bounded variation on an interval and basic results concerning linear Fredholm-Stieltjes and Volterra-Stieltjes integral equations in this space. Generalized linear differential equations are studied in the third chapter. Chapters IV and V deal with linear boundary value problems for ordinary differential and integro-differential operators while the last chapter is devoted to the perturbation theory for nonlinear ordinary differential equations with nonlinear side conditions.

Our conventions on cross references are as follows: For example, III.2.1 refers to paragraph 1 in section 2 of the third chapter while 2.1 refers to paragraph 1 in section 2 of the current chapter. The same applies to formulas whose numbers are given in parentheses, i.e. (III.2,1) is the first formula in section 2 of the third chapter while $(2,1)$ stands for the first formula in section 2 of the current chapter. Bibliographical references include the name of the author followed by a number in square brackets which refers to the list of the bibliography given at the end of the book.

We wish express our gratitude to Professor Jaroslav Kurzweil for his continuous support dating back to the beginning of our work in this field. His results on generalized differential equations, Perron-Stieltjes integral as well as his ideas concerning general boundary value problems underlie the results contained in this book.

A special acknowledgement is due to Dr. Ivo Vrkoč who read and critically examined all the manuscript and in many cases improved considerably our original version.

The authors
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## I. Introduction

This chapter provides some auxiliary results and notations needed in the subsequent chapters. As most of them can be easily found in the plentiful literature on linear algebra, real functions, functional analysis etc. we give only the necessary references without including their proofs. More attention is paid only to the Perron-Stieltjes integral in sections 4, 5 and 6 .

## 1. Preliminaries

1.1. Basic notations. By $R$ we denote the set of all real numbers. For $a<b$ we denote by $[a, b]$ and $(a, b)$ respectively the closed and the open interval with the endpoints $a, b$. Similarly $[a, b),(a, b]$ means the corresponding halfopen intervals.

A matrix with $m$ rows and $n$ columns is called an $m \times n$-matrix, $n \times 1$-matrices are called column $n$-vectors and $1 \times m$-matrices are called row $m$-vectors.

Matrices which in general do not reduce to vectors are denoted by capitals while vectors are denoted by lower-case letters. Given an $m \times n$-matrix $\boldsymbol{A}$, its element in the $j$-th row and $k$-th column is usually denoted by $a_{j, k}\left(\boldsymbol{A}=\left(a_{j, k}\right), j=1, \ldots, m\right.$, $k=1, \ldots, n)$. Furthermore, $\boldsymbol{A}^{*}$ denotes the transpose of $\boldsymbol{A}\left(\boldsymbol{A}^{*}=\left(a_{k, j}\right), k=1, \ldots, n\right.$, $j=1, \ldots, m$ ),

$$
|\boldsymbol{A}|=\max _{j=1, \ldots, m} \sum_{k=1}^{n}\left|a_{j, k}\right|,
$$

$\operatorname{rank}(\boldsymbol{A})$ is the $\operatorname{rank}$ of $\boldsymbol{A}$ and $\operatorname{det}(\boldsymbol{A})$ denotes the value of the determinant of $\boldsymbol{A}$. If $m=n$ and $\operatorname{det}(\boldsymbol{A}) \neq 0$, then $\boldsymbol{A}^{-1}$ denotes the inverse of $\boldsymbol{A} . \boldsymbol{I}_{m}$ is the identity $m \times m$-matrix and $\mathbf{0}_{m, n}$ is the zero $m \times m$-matrix $\left(\boldsymbol{I}_{m}=\left(\delta_{j, k}\right) j, k=1, \ldots, m\right.$, where $\delta_{j, k}=1$ if $j=k, \delta_{j, k}=0$ if $j \neq k$ and $0_{m, n}=\left(n_{j, k}\right) j=1, \ldots, m, \quad k=1, \ldots, n$, where $n_{j, k}=0$ for all $j=1, \ldots, m$ and $k=1, \ldots, n$ ). Usually, if no confusion may arise, the indices are omitted. The addition and multiplication on the space of matrices are defined in the obvious way and the usual notation

$$
\mathbf{A}+\mathbf{B}, \mathbf{A B}, \lambda \mathbf{A} \quad(\lambda \in R)
$$

is used. Let the matrices $\mathbf{A}, \mathbf{B}, \mathbf{C}$ be of the types $m \times n, m \times p$ and $q \times n$, respectively. Then $\mathbf{D}=[\mathbf{A}, \mathbf{B}]$ is the $m \times(n+p)$-matrix with $d_{j, k}=a_{j, k}$ for $j=1, \ldots, m$, $k=1, \ldots, n$ and $d_{j, k}=b_{j, k-n}$ for $j=1, \ldots, m, k=n+1, n+2, \ldots, n+p$. Analogously

$$
H=\left[\begin{array}{l}
A \\
C
\end{array}\right]
$$

is the $(m+q) \times n$-matrix with $h_{j, k}=a_{j, k}$ if $j \leq m$ and $h_{j, k}=c_{j-m, k}$ if $j>m$.
$R_{n}$ is the space of all real column $n$-vectors and $R_{n}^{*}$ is the space of all real row $n$-vectors, $R_{1}=R_{1}^{*}=R$. For $\mathbf{x} \in R_{n}, \mathbf{x}^{*} \in R_{n}^{*}$ we write

$$
|\boldsymbol{x}|=\max _{j=1, \ldots, n}\left|x_{j}\right|
$$

and

$$
\left|\mathbf{x}^{*}\right|=\sum_{j=1}^{n}\left|x_{j}\right| .
$$

Given an $m \times n$-matrix $\boldsymbol{A}, \quad \mathbf{x} \in R_{n}$ and $\boldsymbol{y} \in R_{m}$, then $|\boldsymbol{A} \mathbf{x}| \leq|\boldsymbol{A}||\mathbf{x}|$ and $\left|\boldsymbol{y}^{*} \mathbf{A}\right| \leq$ $\leq\left|\boldsymbol{y}^{*}\right||\boldsymbol{A}|$. The Euclidean norm in $R_{n}$ is denoted by $|\cdot|_{e}$

$$
\mathbf{x} \in R_{n} \rightarrow|\mathbf{x}|_{e}=\left(\mathbf{x}^{*} \mathbf{x}\right)^{1 / 2}=\left(\sum_{j=1}^{n} x_{j}^{2}\right)^{1 / 2} .
$$

It is easy to see that any $\mathbf{x} \in R_{n}$ satisfies $|\mathbf{x}|_{e}=\left|\mathbf{x}^{*}\right|_{e}$ and $|\mathbf{x}| \leq|\mathbf{x}|_{e} \leq\left|\mathbf{x}^{*}\right| \leq n|\mathbf{x}|$.
The space of all real $m \times n$-matrices is denoted by $L\left(R_{n}, R_{m}\right)\left(L\left(R_{n}, R_{n}\right)=L\left(R_{n}\right)\right.$ ).
If $M, N$ are sets and $f$ is a mapping defined on $M$ with values in $N$ then we write $f: M \rightarrow N$ or $x \in M \rightarrow f(x) \in N$. For example, if $f$ is a real function defined on an interval $[a, b]$, we write simply $f:[a, b] \rightarrow R$.

The words "measure", "measurable" without specification stand always for Lebesgue measure in $R_{n}$ and measurability with respect to Lebesgue measure.
1.2. Linear spaces. A nonempty set $X$ is called a (real) linear space if for every $\boldsymbol{x}, \boldsymbol{y} \in X$ and $\lambda \in R$ the sum $\mathbf{x}+\boldsymbol{y} \in X$ and the product $\lambda \mathbf{x} \in X$ are defined and the operations satisfy the usual axioms of a linear space. The zero element in $X$ is denoted by 0 .

A subset $L \subset X$ is a linear subspace of $X$ if $L$ is a linear space with respect to the sum and product with a real number given in $X$.

The elements $\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}$ of $X$ are called linearly independent if $\alpha_{1} \mathbf{x}_{1}+\ldots+\alpha_{n} \mathbf{x}_{n}=\mathbf{0}$, $\alpha_{i} \in R, i=1, \ldots, n$ implies $\alpha_{1}=\alpha_{2}=\ldots=\alpha_{n}=0$. Otherwise the elements $x_{1}, \ldots, x_{n}$ are linearly dependent.

If $X$ is a linear space and a norm $\mathbf{x} \in X \rightarrow\|\mathbf{x}\| \in R$ is defined, $X$ is called a normed linear space. If $X$ is a normed linear space which is complete with respect to the metric induced by the norm, then $X$ is called a Banach space.

A real linear space $X$ is called an inner product space (or pre-Hilbert space) if on $X \times X$ a real function $\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)_{X}$ is defined $\left(\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right) \in X \times X \rightarrow\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)_{X} \in R\right)$ such that for all $x, x_{1}, x_{2}, x_{3} \in X$

$$
\begin{gathered}
\left(\mathbf{x}_{1}+\mathbf{x}_{2}, \mathbf{x}_{3}\right)_{X}=\left(\mathbf{x}_{1}, \mathbf{x}_{3}\right)_{X}+\left(\mathbf{x}_{2}, \mathbf{x}_{3}\right)_{X}, \\
\quad\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)_{X}=\left(\mathbf{x}_{2}, \mathbf{x}_{1}\right)_{X}, \\
\left(\alpha \mathbf{x}_{1}, \mathbf{x}_{2}\right)_{X}=\alpha\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)_{X}, \\
(\mathbf{x}, \mathbf{x})_{X} \geq 0 \quad \text { and } \quad(\mathbf{x}, \mathbf{x})_{X} \neq 0 \quad \text { for } \quad \mathbf{x} \neq \mathbf{0} .
\end{gathered}
$$

The real function (., . $)_{X}$ is called an inner product on $X$.
If $X$ is an inner product space then the relation

$$
\begin{equation*}
x \in X \rightarrow\|x\|_{X}=(x, x)_{X}^{1 / 2} \in R \tag{*}
\end{equation*}
$$

defines a norm on $X$.
A real inner product space $X$ which is complete with respect to the norm defined by $(*)$ is called a real Hilbert space. Consequently a Hilbert space is a Banach space whose norm is induced by an inner product on $X$.
1.3. Function spaces. We shall deal with some usual spaces of real functions on an interval $[a, b],-\infty<a<b<+\infty$. The sum of two functions and the product of a scalar and a function is defined in the usual way. For more detailed information see e.g. Dunford, Schwartz [1].
(i) We denote by $C_{n}[a, b]$ the space of all continuous column $n$-vector functions $\mathrm{f}:[a, b] \rightarrow R_{n}$ and define

$$
\boldsymbol{f} \in C_{n}[a, b] \rightarrow\|\boldsymbol{f}\|_{C_{n}[a, b]}=\sup _{t \in[a, b]}|\boldsymbol{f}(t)| .
$$

$\|\cdot\|_{C_{n}[a, b]}$ is a norm on $C_{n}[a, b] ; C_{n}[a, b]$ with respect to this norm forms a Banach space. The zero element in $C_{n}[a, b]$ is the function vanishing identically on $[a, b]$.
(ii) If $1 \leq p<\infty$ we denote by $L_{n}^{p}[a, b]$ the space of all measurable functions $\mathrm{f}:[a, b] \rightarrow R_{n}$ such that

$$
\int_{a}^{b}|\boldsymbol{f}(t)|^{p} \mathrm{~d} t<\infty .
$$

We set

$$
\boldsymbol{f} \in L_{n}^{p}[a, b] \rightarrow\|\boldsymbol{f}\|_{L_{n}^{p}[a, b]}=\left(\int_{a}^{b}|\boldsymbol{f}(t)|^{p} \mathrm{~d} t\right)^{1 / \boldsymbol{p}} .
$$

The elements of $L_{n}^{p}[a, b]$ are classes of functions which are equal to one another almost everywhere (a. e. $)^{*}$ ) on $[a, b]$. For the purposes of this text it is not restrictive

[^0]if we consider functions instead of classes of functions which are equal a.e. on [a,b]. $\left.L_{n}^{p} a, b\right]$ with respect to the norm $\|\cdot\|_{L_{n}^{p}[a, b]}$ is a Banach space. By $L_{n}^{\infty}[a, b]$ we denote the space of all measurable essentially bounded functions $f:[a, b] \rightarrow R_{n}$ with the norm defined by
$$
\boldsymbol{f} \in L_{n}^{\infty}[a, b] \rightarrow\|\boldsymbol{f}\|_{L_{n}^{\infty}[a, b]}=\sup _{t \in[a, b]} \operatorname{ess}|\boldsymbol{f}(t)| .
$$
$L_{n}^{\times}[a, b]$ is a Banach space with respect to the norm $\|\cdot\|_{L_{n}^{\infty}[a, b]}$. The zero element in $L_{n}^{p}[a, b](1 \leq p \leq \infty)$ is the class of functions which vanish a.e. on $[a, b]$.
(iii) We denote by $B V_{n}[a, b]$ the space of all functions $f:[a, b] \rightarrow R_{n}$ of bounded variation rur ${ }^{b}$. $f<\infty$ where
$$
\operatorname{var}_{a}^{b} \boldsymbol{f}=\sup \sum_{i=1}^{k}\left|\boldsymbol{f}\left(t_{i}\right)-\boldsymbol{f}\left(t_{i-1}\right)\right|
$$
and the supremum is taken over all finite subdivisions of $[a, b]$ of the form $a=$ $=t_{0}<t_{1}<\ldots<t_{k}=b$. Let $c \in[a, b]$ then
$$
\operatorname{var}_{a}^{b} \boldsymbol{f}=\operatorname{var}_{a}^{c} \boldsymbol{f}+\operatorname{var}_{c}^{b} \boldsymbol{f}
$$

If we define

$$
\boldsymbol{f} \in B V_{n}[a, b] \rightarrow\|\boldsymbol{f}\|_{\boldsymbol{B} V_{n}[a, b]}=|\boldsymbol{f}(a)|+\operatorname{var}_{a}^{b} \boldsymbol{f}
$$

then $\|\cdot\|_{B V_{n}[a, b]}$ is a norm on $B V_{n}[a, b]$ and $B V_{n}[a, b]$ is a Banach space with respect to this norm.

By $N B V_{n}[a, b]$ the subspace of $B V_{n}[a, b]$ is denoted such that $f \in N B V_{n}[a, b]$ if $\boldsymbol{f}$ is continuous from the right at every point of $(a, b)$ and $\boldsymbol{f}(a)=\mathbf{0}$. The norm in $N B V_{n}[a, b]$ is defined by

$$
\boldsymbol{f} \in N B V_{n}[a, b] \rightarrow\|\boldsymbol{f}\|_{N B V_{n}[a . b]}=\operatorname{var}_{a}^{b} \boldsymbol{f}
$$

A function $f:[a, b] \rightarrow R_{n}$ is called absolutely continuous if for every $\varepsilon>0$ there exists $\delta>0$ such that

$$
\sum_{i=1}^{k}\left|\boldsymbol{f}\left(b_{i}\right)-\boldsymbol{f}\left(a_{i}\right)\right|<\varepsilon
$$

where $\left(a_{i}, b_{i}\right), i=1, \ldots, k$ are arbitrary pairwise disjoint subintervals in $[a, b]$ such that $\sum_{i=1}^{k}\left|b_{i}-a_{i}\right|<\delta$.

Let $A C_{n}[a, b]$ be the space of all absolutely continuous functions $\mathrm{f}:[a, b] \rightarrow R_{n}$. It is $A C_{n}[a, b] \subset B V_{n}[a, b]$ and $A C_{n}[a, b]$ is a Banach space with respect to the norm of $B V_{n}[a, b]$, i.e.

$$
\boldsymbol{f} \in A C_{n}[a, b] \rightarrow\|\boldsymbol{f}\|_{A C_{n}[a, b]}=|\boldsymbol{f}(a)|+\operatorname{var}_{a}^{b} \boldsymbol{f} .
$$

The zero element in $A C_{n}[a, b]$ and $B V_{n}[a, b]$ is the function vanishing identically on $[a, b]$.

Given an interval $[a, b]$, we write simply $C_{n}, L_{n}^{p}, L_{n}^{\infty}, B V_{n}, N B V_{n}, A C_{n}$ instead of $C_{n}[a, b], L_{n}^{p}[a, b], L_{n}^{\infty}[a, b], B V_{n}[a, b], N B V_{n}[a, b], A C_{n}[a, b]$ if no misunderstanding may arise. If $n=1$ then the index $n$ is omitted, e.g. $C_{1}[a, b]=C[a, b], L_{1}^{p}[a, b]=$ $=L^{p}[a, b]$ etc. The index $n$ is also sometimes omitted in symbols for the norms, i.e. instead of $\|\cdot\|_{C_{n}},\|\cdot\|_{B V_{n}},\|\cdot\|_{L_{n}^{p}}$ we write $\|\cdot\|_{C},\|\cdot\|_{B V},\|\cdot\|_{L^{p}}$, respectively.

A matrix valued function $\mathbf{F}:[a, b] \rightarrow L\left(R_{n}, R_{m}\right)$ is said to be measurable or continuous or of bounded variation or absolutely continuous or essentially bounded on $[a, b]$ if any of the functions

$$
t \in[a, b] \rightarrow f_{i, j}(t) \in R \quad(i=1,2, \ldots, m, \quad j=1,2, \ldots, n)
$$

is measurable or continuous or of bounded variation or absolutely continuous or essentially bounded on $[a, b]$, respectively.

Let us mention that

$$
\operatorname{var}_{a}^{b} \boldsymbol{F}=\sup \sum_{i=1}^{k}\left|\boldsymbol{F}\left(t_{i}\right)-\boldsymbol{F}\left(t_{i-1}\right)\right|
$$

where the supremum is taken over all finite subdivisions of $[a, b]$ of the form

$$
a=t_{0}<t_{1}<\ldots<t_{k}=b
$$

and

$$
\max _{\substack{j=1,2, \ldots, m \\ l=1,2, \ldots, n}}\left(\operatorname{var}_{a}^{b} f_{j, l}\right) \leq \operatorname{var}_{a}^{b} \boldsymbol{F} \leq \sum_{j=1}^{m} \sum_{l=1}^{n} \operatorname{var}_{a}^{b} f_{j, l} .
$$

We denote $\|\boldsymbol{F}\|_{L^{\infty}}=\sup _{t \in[a, b]}|\boldsymbol{F}(t)|$ and $\|\boldsymbol{F}\|_{L^{p}}=\left(\int_{a}^{b}|\boldsymbol{F}(t)|^{p} \mathrm{~d} t\right)^{1 / p}$ for $1 \leq p<\infty$. If $\boldsymbol{F}:[a, b] \rightarrow L\left(R_{n}, R_{m}\right)^{t \in[a, b]}$ is measurable and $\|\boldsymbol{F}\|_{L^{p}}<\infty \quad(1 \leq p \leq \infty)$, then the matrix valued function $\boldsymbol{F}:[a, b] \rightarrow L\left(R_{n}, R_{m}\right)$ is said to be $L^{p}$-integrable on $[a, b]$. (Instead of $L^{1}$-integrable we write simply $L$-integrable.)
1.4. Properties of functions of bounded variation. If $f \in B V[a, b]$ then the limits $\lim _{t \rightarrow t_{0}+} f(t)=f\left(t_{0}+\right), t_{0} \in[a, b), \lim _{t \rightarrow t_{0}-} f(t)=f\left(t_{0}-\right), t_{0} \in(a, b]$ exist and the set of discontinuity points of $f$ in $[a, b]$ is at most countable.

If $f \in B V[a, b]$ then $f(t)=p(t)-n(t), t \in[a, b]$ where $p, n:[a, b] \rightarrow R$ are nondecreasing functions on $[a, b]$. Let a sequence $t_{1}, t_{2}, \ldots$ of points in $[a, b]$, $t_{i} \neq t_{j}, i \neq \mathrm{j}$ and two sequences of real numbers $c_{1}, c_{2}, \ldots, d_{1}, d_{2}, \ldots$ be given such that $t_{n}=a$ implies $c_{n}=0$ and $t_{n}=b$ implies $d_{n}=0$. Assume that the series $\sum_{n} c_{n}, \sum_{n} d_{n}$ converge absolutely. Define on $[a, b]$ a function $s:[a, b] \rightarrow R$ by the relation

$$
s(t)=\sum_{t_{n} \leq t} c_{n}+\sum_{t_{n}<t} d_{n} .
$$

Every function of this type is called a break function on $[a, b]$. Clearly $s\left(t_{n}+\right)-s\left(t_{n}\right)=$ $=d_{n}$ and $s\left(t_{n}\right)-s\left(t_{n}-\right)=c_{n}, n=1,2, \ldots$ and $s(t+)=s(t)=s(t-)$ if $t \in[a, b]$, $t \neq t_{n}, n=1,2, \ldots$. Further $s \in B V[a, b]$ and $\operatorname{var}_{a}^{b} s=\sum_{n}\left(\left|c_{n}\right|+\left|d_{n}\right|\right)$.

If $f \in B V[a, b]$ then there exist uniquely determined functions $f_{c} \in B V[a, b]$, $f_{b} \in B V[a, b]$ such that $f_{c}$ is a continuous function on $[a, b], f_{b}$ is a break function on $[a, b]$ and $f=f_{c}+f_{b}$ (the Jordan decomposition of $f \in B V[a, b]$ ).

If $f \in B V[a, b]$ then the derivative $f^{\prime}$ of $f$ exists a.e. on $[a, b]$.
If $f \in B V[a, b]$ then $f$ is expressible in the form

$$
f=f_{a c}+f_{s}+f_{b}
$$

where $f_{a c} \in A C[a, b], f_{b}$ is a break function on $[a, b]$ and $f_{s} ;[a, b] \rightarrow R$ is continuous on $[a, b]$ with the derivative $f_{s}^{\prime}=0$ a.e. on $[a, b]$ (the Lebesgue decomposition of $f \in B V[a, b])$.

If $f \in A C[a, b]$ then the derivative $f^{\prime}$ exists a.e. on $[a, b]$ and $f^{\prime} \in L^{1}[a, b]$, i.e. $\int_{a}^{b}\left|f^{\prime}(t)\right| \mathrm{d} t<\infty$ and $\operatorname{var}_{a}^{b} f=\int_{a}^{b}\left|f^{\prime}(t)\right| \mathrm{d} t$.

The following statement is important:
Helly's Choice Theorem. Let an infinite family $F$ of real functions on $[a, b]$ be given. If there is $K \geq 0$ such that

$$
|f(t)| \leq K \quad \text { for } \quad t \in[a, b] \quad \text { and } \quad \operatorname{var}_{a}^{b} f \leq K \quad \text { for every } \quad f \in F
$$

then the family $F$ contains a sequence $\left\{f_{n}\right\}_{n=1}^{\infty}$ such that $\lim _{n \rightarrow \infty} f_{n}(t)=\varphi(t)$ for every $t \in[a, b]$ and $\varphi \in B V[a, b]$, i.e. the sequence $f_{n}(t)$ converges ${ }_{n}^{n}$ pointwise to a function $\varphi:[a, b] \rightarrow R$ which is also of bounded variation.

On functions of bounded variation see e.g. Natanson [1], Aumann [1].

## 2. Linear algebraical equations and generalized inverse matrices

Let us consider linear algebraical equations for $x \in R_{n}$ and $y^{*} \in R_{m}^{*}$

$$
\begin{align*}
& \boldsymbol{A x}=\boldsymbol{b}  \tag{2,1}\\
& \boldsymbol{A x}=\mathbf{0} \tag{2,2}
\end{align*}
$$

and

$$
\begin{equation*}
y^{*} \mathbf{A}=0, \tag{2,3}
\end{equation*}
$$

where $\mathbf{A}$ is an $m \times n$-matrix $\left(\mathbf{A} \in L\left(R_{n}, R_{m}\right)\right)$ and $\mathrm{b} \in R_{m}$.
By $N(\boldsymbol{A})$ we denote the set of all solutions to (2,2). Obviously, $N(\boldsymbol{A})$ is a linear subspace in $R_{n}$, i.e. if $\mathbf{x}_{1}, \mathbf{x}_{2} \in N(\boldsymbol{A})$ and $\alpha_{1}, \alpha_{2} \in R$, then $\mathbf{x}_{1} \alpha_{1}+\mathbf{x}_{2} \alpha_{2} \in N(\boldsymbol{A})$. It is well-known that

$$
\begin{equation*}
\operatorname{dim} N(\mathbf{A})=n-\operatorname{rank}(\mathbf{A}), \tag{2,4}
\end{equation*}
$$

i.e. either (2,2) possesses only the trivial solution $\mathbf{x}=\mathbf{0}($ if $\operatorname{rank}(\boldsymbol{A})=n)$ or $N(\boldsymbol{A})$ contains a subset of $k=n-\operatorname{rank}(A)$ elements $\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{k}$ which are linearly independent, while any subset of $k+1$ its elements is linearly dependent. (We say
also that the homogeneous equation $(2,2)$ has exactly $k=n-\operatorname{rank}(\boldsymbol{A})$ linearly independent solutions.) The set $\left\{\mathbf{x}_{1}, \boldsymbol{x}_{2}, \ldots, \boldsymbol{x}_{k}\right\}$ forms a basis of $N(\boldsymbol{A})$ and any $\boldsymbol{x} \in N(\boldsymbol{A})$ can be expressed as their linear combination

$$
x=\sum_{j=1}^{k} x_{j} \alpha_{j}, \quad \text { where } \quad \alpha_{j} \in R \quad(j=1,2, \ldots, k)
$$

As $(2,3)$ is equivalent to $\boldsymbol{A}^{*} \boldsymbol{y}=\mathbf{0}, N\left(\mathbf{A}^{*}\right)$ denotes the linear subspace in $R_{m}^{*}$ of all solutions to $(2,3)$ and

$$
\begin{equation*}
\operatorname{dim} N\left(\boldsymbol{A}^{*}\right)=m-\operatorname{rank}\left(\mathbf{A}^{*}\right)=m-\operatorname{rank}(\mathbf{A}) . \tag{2,5}
\end{equation*}
$$

Furthermore, the equation $(2,1)$ possesses a solution if and only if $(2,3)$ implies $\boldsymbol{y}^{*} \mathbf{b}=0$. In particular, $(2,1)$ possesses a solution for any $\mathbf{b} \in R_{m}$ if and only if $(2,3)$ implies $\boldsymbol{y}^{*}=\mathbf{0}\left(\operatorname{dim} N\left(\boldsymbol{A}^{*}\right)=0\right)$.

The equation $(2,4)$ is said to be an adjoint equation to $(2,1)$.
The concept of a generalized inverse matrix introduced by R. Penrose (Penrose [1] and [2]) enables us to express the solutions to $(2,1)$ if they exist.

The following assertion is helpful.
2.1. Lemma. $\mathbf{B A A}^{*}=\boldsymbol{C A} \boldsymbol{A}^{*}$ implies $\mathbf{B A}=\mathbf{C A}$ and $\mathbf{B A}^{*} \boldsymbol{A}=\mathbf{C A}^{*} \mathbf{A}$ implies $\mathbf{B A}^{*}=\mathbf{C} \mathbf{A}^{*}$. Proof. If $\mathbf{B A A} A^{*}=\mathbf{C A A} A^{*}$, then $\mathbf{0}=\left(\mathbf{B A A} A^{*}-\mathbf{C A} A^{*}\right)(\mathbf{B}-\mathbf{C})^{*}=(\mathbf{B A}-\mathbf{C A})\left(\mathbf{A}^{*} \mathbf{B}^{*}\right.$ $-A^{*} C^{*}$ ), whence $B A=C A$ immediately follows. (Given a matrix $D, D D^{*}=\mathbf{0}$ if and only if $\boldsymbol{D}=\mathbf{0}$.) As $\left(\boldsymbol{A}^{*}\right)^{*}=\mathbf{A}$, the latter implication is a consequence of the former one.
2.2. Theorem. Given $\boldsymbol{A} \in L\left(R_{n}, R_{m}\right)$, there exists a unique matrix $X \in L\left(R_{m}, R_{n}\right)$ such that

$$
\begin{align*}
& \mathbf{A X A}=\mathbf{A}  \tag{2,6}\\
& \mathbf{X A X}=\boldsymbol{X}  \tag{2,7}\\
& \mathbf{X}^{*} \mathbf{A}^{*}=\mathbf{A X},  \tag{2,8}\\
& \mathbf{A}^{*} \boldsymbol{X}^{*}=\mathbf{X A} . \tag{2,9}
\end{align*}
$$

Proof. (a) Putting $(2,8)$ into $(2,7)$ we obtain

$$
\begin{equation*}
X X^{*} A^{*}=X . \tag{2,10}
\end{equation*}
$$

On the other hand, if $(2,10)$ holds, then $\boldsymbol{A X}=\boldsymbol{A X X} \boldsymbol{A}^{*}$. Since $\left(\boldsymbol{A X X} \boldsymbol{A}^{*}\right)^{*}=\boldsymbol{A X X} \boldsymbol{A}^{*}$, this means that $(\boldsymbol{A X})^{*}=\boldsymbol{A X}$ and $(2,8)$ holds. Moreover, $(2,8)$ and $(2,10)$ yields $\boldsymbol{X}=\boldsymbol{X} \boldsymbol{X}^{*} \boldsymbol{A}^{*}=\boldsymbol{X A} \boldsymbol{X}$, i.e. the couple of equations $(2,7),(2,8)$ is equivalent to $(2,10)$.
(b) Analogously, the system $(2,6),(2,9)$ is equivalent to

$$
\begin{equation*}
X A A^{*}=A^{*} \tag{2,11}
\end{equation*}
$$

(c) Furthermore, to find a solution $\boldsymbol{X}$ to the system $(2,10),(2,11)$ it is sufficient to find a solution $B$ to the equation

$$
\begin{equation*}
\mathbf{B A}^{*} \mathbf{A} \mathbf{A}^{*}=\mathbf{A}^{*} . \tag{2,12}
\end{equation*}
$$

In fact, $(2,12)$ implies immediately that $\boldsymbol{X}=\mathbf{B A}^{*}$ satisfies $(2,11)$ and consequently also $(2,9)$. Hence

$$
\mathbf{A}^{*} \mathbf{X}^{*} \mathbf{A}^{*}=\mathbf{X A} \mathbf{A}^{*}=\mathbf{A}^{*} \text { and } \mathbf{X} \mathbf{X}^{*} \mathbf{A}^{*}=\mathbf{B} \mathbf{A}^{*} \mathbf{X}^{*} \mathbf{A}^{*}=\mathbf{B} \mathbf{A}^{*}=\mathbf{X}
$$

(d) Now, let us consider the set of $n \times n$-matrices $\left(\mathbf{A}^{*} \mathbf{A}\right)^{j}(j=1,2, \ldots)$. Since the dimension of the space of all real $n \times n$-matrices is finite $\left(n^{2}\right)$, there exist a natural number $k$ and real numbers $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{k}$ such that $\left|\lambda_{1}\right|+\left|\lambda_{2}\right|+\ldots+\left|\lambda_{k}\right|>0$ and

$$
\begin{equation*}
\lambda_{1} \mathbf{A}^{*} \mathbf{A}+\lambda_{2}\left(\mathbf{A}^{*} \boldsymbol{A}\right)^{2}+\ldots+\lambda_{k}\left(\mathbf{A}^{*} \mathbf{A}\right)^{k}=\mathbf{0} . \tag{2,13}
\end{equation*}
$$

Let $r$ be the smallest natural number such that $\lambda_{r} \neq 0$. If we put

$$
\begin{equation*}
\mathbf{B}=-\lambda_{r}^{-1}\left\{\lambda_{r+1} \mathbf{I}+\lambda_{r+2} \mathbf{A}^{*} \mathbf{A}+\ldots+\lambda_{k}\left(\mathbf{A}^{*} \mathbf{A}\right)^{k-r-1}\right\}, \tag{2,14}
\end{equation*}
$$

then according to $(2,13)$

$$
\mathbf{B}\left(\mathbf{A}^{*} \mathbf{A}\right)^{r+1}=\left(\mathbf{A}^{*} \mathbf{A}\right)^{r}
$$

Hence if $r \geq 2, \mathbf{B}\left(\boldsymbol{A}^{*} \boldsymbol{A}\right)^{r} \boldsymbol{A}^{*} \boldsymbol{A}=\left(\mathbf{A}^{*} \boldsymbol{A}\right)^{\boldsymbol{r}-1} \mathbf{A}^{*} \boldsymbol{A}$ and according to 2.1

$$
B\left(A^{*} A\right)^{r}=\left(A^{*} A\right)^{r-1}
$$

In this way we can successively obtain

$$
\mathbf{B}\left(\mathbf{A}^{*} \mathbf{A}\right)^{j}=\left(\mathbf{A}^{*} \mathbf{A}\right)^{j-1} \quad \text { for } \quad j=2,3, \ldots, r
$$

In particular, $\mathbf{B}\left(\boldsymbol{A}^{*} \boldsymbol{A}\right)^{\mathbf{2}}=\mathbf{A}^{*} \mathbf{A}$ and by $2.1 \quad \mathbf{B A}^{*} \boldsymbol{A A}^{*}=\boldsymbol{A}^{*}$. The matrix $\mathbf{B}$ defined in $(2,14)$ satisfies $(2,12)$ and hence $\boldsymbol{X}=\boldsymbol{B A}^{*}$ verifies the system $(2,6)-(2,9)$.
(e) It remains to show that this $\boldsymbol{X}$ is unique. Let us notice that by $(2,9)$ and $(2,7)$

$$
A^{*} X^{*} X=X A X=X
$$

and by $(2,8)$ and $(2,6)$

$$
A^{*} A X=A^{*} X^{*} A^{*}=(A X A)^{*}=A^{*}
$$

Now, let us assume that $\boldsymbol{Y} \in L\left(R_{m}, R_{n}\right)$ is such that

$$
\begin{equation*}
A^{*} \mathbf{Y} \boldsymbol{Y} \boldsymbol{Y}=\boldsymbol{Y}, \quad \boldsymbol{A}^{*} \mathbf{A} \mathbf{Y}=\mathbf{A}^{*} . \tag{2,15}
\end{equation*}
$$

Then, according to $(2,10)$ and $(2,11)$

$$
X=X X^{*} A^{*}=X X^{*} A^{*} A Y=X A Y=X A A^{*} Y^{*} Y=A^{*} Y^{*} Y=Y
$$

2.3. Definition. The unique solution $\boldsymbol{X}$ of the system $(2,6)-(2,9)$ will be called the generalized inverse matrix to $\boldsymbol{A}$ and written $\boldsymbol{X}=\boldsymbol{A}^{\#}$.
2.4. Remark. By the definition and by the proof of $2.2 \boldsymbol{A}^{\#}$ fulfils the relations
$(2,16) \quad A^{\#} A=A, \quad A^{\#} A A^{\#}=A^{\#}, \quad\left(A^{\#}\right)^{*} A^{*}=A A^{\#}, \quad A^{*}\left(A^{\#}\right)^{*}=A^{\#} A$ and
$(2,17) \boldsymbol{A}^{\#}\left(\boldsymbol{A}^{\#}\right)^{*} \boldsymbol{A}^{*}=\boldsymbol{A}^{\#}, \quad \boldsymbol{A}^{\#} \boldsymbol{A} \boldsymbol{A}^{*}=\boldsymbol{A}^{*}, \quad \boldsymbol{A}^{*}\left(\boldsymbol{A}^{\#}\right)^{*} \boldsymbol{A}^{\#}=\boldsymbol{A}^{\#}, \quad \boldsymbol{A}^{*} \boldsymbol{A A ^ { \# }}=\boldsymbol{A}^{*}$ (cf. $(2,6)-(2,11)$ and $(2,15))$.
2.5. Remark. If $m=n$ and $\boldsymbol{A}$ possesses an inverse matrix $\boldsymbol{A}^{-1}$, then evidently $\boldsymbol{A}^{-1}$ is a generalized inverse matrix to $\boldsymbol{A}$.
2.6. Proposition. Let $\mathbf{A} \in L\left(R_{n}, R_{m}\right), \mathbf{B} \in L\left(R_{p}, R_{m}\right)$. Then the equation for $\mathbf{X} \in L\left(R_{p}, R_{n}\right)$

$$
\begin{equation*}
A X=B \tag{2,18}
\end{equation*}
$$

possesses a solution if and only if

$$
\begin{equation*}
\left(\boldsymbol{I}_{\boldsymbol{m}}-\mathbf{A} \boldsymbol{A}^{\#}\right) \boldsymbol{B}=\mathbf{0} \tag{2,19}
\end{equation*}
$$

If this is true, any solution $\boldsymbol{X}$ of $(2,18)$ is of the form

$$
\begin{equation*}
\boldsymbol{X}=\boldsymbol{X}_{0}+\boldsymbol{A}^{\#} \boldsymbol{B} \tag{2,20}
\end{equation*}
$$

where $\boldsymbol{X}_{0}$ is an arbitrary solution of the matrix equation

$$
\mathbf{A} \boldsymbol{X}_{0}=\mathbf{0}_{m, p}
$$

Proof. Let $\boldsymbol{A X}=\boldsymbol{B}$, then by $(2,6)\left(\boldsymbol{I}-\boldsymbol{A A}^{\#}\right) \mathbf{B}=\left(\boldsymbol{A}-\boldsymbol{A A}^{\#} \boldsymbol{A}\right) \boldsymbol{X}=\mathbf{0}$. If $(2,19)$ holds, then $\boldsymbol{B}=\boldsymbol{A} \boldsymbol{A}^{\#} \boldsymbol{B}$ and $(2,18)$ is equivalent to $\boldsymbol{A}\left(\boldsymbol{X}-\boldsymbol{A}^{\#} \boldsymbol{B}\right)=\mathbf{0}$, i.e. to $\boldsymbol{X}=$ $=X_{0}+A^{\#} B$, where $A X_{0}=\mathbf{0}$.
2.7. Proposition. Let $\mathbf{A} \in L\left(R_{n}, R_{m}\right)$. Then $\mathbf{A} \mathbf{X}_{0}=\mathbf{0}_{m, p}$ if and only if there exists $\boldsymbol{C} \in L\left(R_{p}, R_{n}\right)$ such that $\boldsymbol{X}_{0}=\left(\boldsymbol{I}_{n}-\mathbf{A}^{\#} \boldsymbol{A}\right) \mathbf{C}$.

Proof. $\boldsymbol{A}\left(\boldsymbol{I}_{n}-\mathbf{A}^{\#} \boldsymbol{A}\right) \mathbf{C}=\left(\mathbf{A}-\mathbf{A A ^ { \# }} \boldsymbol{A}\right) \mathbf{C}=\mathbf{0}$ for any $\boldsymbol{C} \in L\left(R_{p}, R_{n}\right)$. If $\mathbf{A X} \boldsymbol{X}_{0}=\mathbf{0}$, then $\boldsymbol{X}_{0}=\boldsymbol{X}_{0}-\boldsymbol{A}^{\#} \boldsymbol{A} \boldsymbol{X}_{0}=\left(\mathbf{I}-\boldsymbol{A}^{\#} \boldsymbol{A}\right) \boldsymbol{X}_{0}$.

Sorne further properties of generalized inverse matrices are listed in the following lemma.
2.8. Lemma. Given $\mathrm{A} \in L\left(R_{n}, R_{m}\right)$,

$$
\begin{gather*}
\boldsymbol{A}^{\# \#}=\left(\mathbf{A}^{\#}\right)^{\#}=\boldsymbol{A},  \tag{2,21}\\
\left(\mathbf{A}^{*}\right)^{\#}=\left(\mathbf{A}^{\#}\right)^{*}, \tag{2,22}
\end{gather*}
$$

$$
\begin{equation*}
(\lambda \mathbf{A})^{\#}=\lambda^{-1} \mathbf{A}^{\#} \quad \text { for any } \quad \lambda \in R, \quad \lambda \neq 0 \quad \text { and } \quad \mathbf{0}_{m, n}^{\#}=\mathbf{0}_{n, m}, \tag{2,23}
\end{equation*}
$$

$$
\begin{equation*}
\left(\boldsymbol{A}^{*} \boldsymbol{A}\right)^{\#}=\boldsymbol{A}^{\#}\left(\mathbf{A}^{\#}\right)^{*}, \quad\left(\mathbf{A A}^{*}\right)^{\#}=\left(\boldsymbol{A}^{\#}\right)^{*} \boldsymbol{A}^{\#} \tag{2,24}
\end{equation*}
$$

(The relations $(2,21)-(2,24)$ may be easily verified by substituting their right-hand sides in the defining relations for the required generalized inverse.)
2.9. Lemma. Let $\boldsymbol{A} \in L\left(R_{n}, R_{m}\right)$ and let $\mathbf{U} \in L\left(R_{m}, R_{n}\right)$ and $\mathbf{V} \in L\left(R_{n}, R_{m}\right)$ be such that

$$
\boldsymbol{A}^{*} \boldsymbol{A} \boldsymbol{U}=\boldsymbol{A}^{*} \text { and } \boldsymbol{A A}^{*} \boldsymbol{V}=\boldsymbol{A}
$$

Then

$$
\boldsymbol{V}^{*} \boldsymbol{A} \boldsymbol{U}=\mathbf{A}^{\#} .
$$

Proof. Let $\boldsymbol{A}^{*} \mathbf{A U}=\boldsymbol{A}^{*}$ and $\mathbf{A A}^{*} \mathbf{V}=\boldsymbol{A}$. Then by 2.6

$$
\boldsymbol{U}=\boldsymbol{U}_{0}+\left(\boldsymbol{A}^{*} \boldsymbol{A}\right)^{\#} \boldsymbol{A}^{*} \text { and } \boldsymbol{V}=\boldsymbol{V}_{0}+\left(\boldsymbol{A} \boldsymbol{A}^{*}\right)^{\#} \boldsymbol{A}
$$

where $\boldsymbol{A}^{*} \boldsymbol{A} \mathbf{U}_{0}=\mathbf{0}$ and $\boldsymbol{A} \boldsymbol{A}^{*} \boldsymbol{V}_{0}=\mathbf{0}$. It follows from 2.1 that $\boldsymbol{A}^{*} \boldsymbol{A} \mathbf{U}_{0}=\mathbf{0}$ (i.e. $\mathbf{U}_{0}^{*} \mathbf{A}^{*} \boldsymbol{A}=\mathbf{O} \boldsymbol{A}^{*} \boldsymbol{A}$ ) and $\boldsymbol{A} \boldsymbol{A}^{*} \boldsymbol{V}_{0}=\mathbf{0}$ (i.e. $\mathbf{V}_{0}^{*} \boldsymbol{A} \boldsymbol{A}^{*}=\mathbf{O A} \boldsymbol{A}^{*}$ ) implies $\boldsymbol{A} \mathbf{U}_{0}=\mathbf{0}$ and $\mathbf{V}_{0}^{*} \boldsymbol{A}=\mathbf{0}$, respectively. Furthermore, by $(2,22)$ and $(2,24)$

$$
\left(\left(\boldsymbol{A} \boldsymbol{A}^{*}\right)^{\#}\right)^{*}=\left(\boldsymbol{A} \boldsymbol{A}^{*}\right)^{\#}=\left(\boldsymbol{A}^{\#}\right)^{*} \boldsymbol{A}^{\#} \quad \text { and } \quad\left(\boldsymbol{A}^{*} \boldsymbol{A}\right)^{\#}=\boldsymbol{A}^{\#}\left(\boldsymbol{A}^{\#}\right)^{*} .
$$

Hence by the definition of $\boldsymbol{A}^{\#}$ (cf. 2.4)

$$
\boldsymbol{V}^{*} \boldsymbol{A} \boldsymbol{U}=\left[\boldsymbol{A}^{*}\left(\boldsymbol{A}^{\#}\right)^{*}\right]\left[\boldsymbol{A}^{\#} \boldsymbol{A} \boldsymbol{A}^{\#}\right]\left[\left(\mathbf{A}^{\#}\right)^{*} \boldsymbol{A}^{*}\right]=\boldsymbol{A}^{\#} \boldsymbol{A} \boldsymbol{A}^{\#} \boldsymbol{A} \boldsymbol{A}^{\#}=\boldsymbol{A}^{\#} .
$$

2.10. Lemma. Given $\mathbf{A} \in L\left(R_{n}, R_{m}\right)$, there exist $\mathbf{U} \in L\left(R_{m}, R_{n}\right)$ and $\mathbf{V} \in L\left(R_{n}, R_{m}\right)$ such that

$$
\begin{equation*}
A^{*} \mathbf{A} \boldsymbol{U}=\boldsymbol{A}^{*}, \quad \mathbf{A} \boldsymbol{A}^{*} \boldsymbol{V}=\boldsymbol{A} \tag{2,25}
\end{equation*}
$$

Proof. By $(2,24)$ and $(2,17)$

$$
\left(A^{*} A\right)^{\#} A^{*}=A^{\#}\left(A^{\#}\right)^{*} A^{*}=A^{\#}
$$

and by $(2,16)$ and $(2,22) \boldsymbol{A} \boldsymbol{A}^{\#}=\left(\boldsymbol{A}^{\#}\right)^{*} \boldsymbol{A}^{*}=\left(\boldsymbol{A}^{*}\right)^{\#} \boldsymbol{A}^{*}$. Thus

$$
\left[I-\left(A^{*} A\right)\left(A^{*} A\right)^{*}\right] A^{*}=A^{*}-A^{*} A A^{\#}=A^{*}-A^{*}\left(A^{*}\right)^{*} A^{*}=0 .
$$

Since $\left(\boldsymbol{A}^{*}\right)^{*}=\boldsymbol{A}$, this implies also

$$
\left[\boldsymbol{I}-\left(\mathbf{A} \boldsymbol{A}^{*}\right)\left(\boldsymbol{A} A^{*}\right)^{\#}\right] \mathbf{A}=\mathbf{0} .
$$

The proof follows now from 2.6.
2.11. Remark. Let us notice that from the relations $(2,16)$ defining the generalized inverse of $\boldsymbol{A}$, only $\boldsymbol{A A ^ { \# }} \boldsymbol{A}=\boldsymbol{A}$ was utilized in the proofs of 2.6 and 2.7. Some authors (see e.g. Reid [1]) define any matrix $\boldsymbol{X}$ fulfilling $\boldsymbol{A X A}=\boldsymbol{A}$ to be a generalized inverse of $\boldsymbol{A}$.

Let $\boldsymbol{A} \in L\left(R_{n}, R_{m}\right)$ and $h=\operatorname{rank}(\boldsymbol{A})$. If $h=n$, then $\boldsymbol{A} \boldsymbol{x}=\mathbf{0}$ if and only if $\mathbf{x}=\mathbf{0}$. Let us assume $h<n$. By $(2,4)$ there exist an $n \times(n-h)$-matrix $\boldsymbol{X}_{0}$ such that its columns form a basis in $N(\mathbf{A})$, i.e. $\mathbf{A x}=\mathbf{0}$ if and only if there exists $\boldsymbol{c} \in R_{n-h}$ such
that $\mathbf{x}=\boldsymbol{X}_{0} \mathbf{c}$. Consequently $\mathbf{X} \in L\left(R_{p}, R_{n}\right)$ fulfils $\boldsymbol{A X}=\mathbf{0}_{m, p}$ if and only if there exists $\boldsymbol{C} \in L\left(R_{p}, R_{n-h}\right)$ such that $\boldsymbol{X}=\boldsymbol{X}_{0} \boldsymbol{C}$. In particular, there exists $\boldsymbol{C}_{0} \in L\left(R_{n}, R_{n-h}\right)$ such that

$$
\begin{equation*}
I_{n}-A^{\#} A=X_{0} C_{0} \tag{2,26}
\end{equation*}
$$

Furthermore, let $h=\operatorname{rank}(\boldsymbol{A})<m$. Then by $(2,5)$ there exists $\boldsymbol{Y}_{0} \in L\left(R_{m}, R_{m-h}\right)$ such that its rows form a basis in $N\left(\boldsymbol{A}^{*}\right)$. Consequently $\boldsymbol{Y} \in L\left(R_{m}, R_{p}\right)$ fulfils $\boldsymbol{Y A}=\mathbf{0}_{p, n}$ if and only if there exists $\mathbf{D} \in L\left(R_{m-h}, R_{p}\right)$ such that $\boldsymbol{Y}=\boldsymbol{D} \boldsymbol{Y}_{0}$. In particular, there exists $D_{0} \in L\left(R_{m-h}, R_{m}\right)$ such that

$$
\begin{equation*}
\boldsymbol{I}_{m}-\mathbf{A A ^ { \# }}=\boldsymbol{D}_{0} \mathbf{Y}_{0} \tag{2,27}
\end{equation*}
$$

(If $h=m$, then $\boldsymbol{y}^{*} \boldsymbol{A}=\mathbf{0}$ if and only if $\boldsymbol{y}^{*}=\mathbf{0}$.)
2.12. Proposition. Let $\mathbf{A} \in L\left(R_{n}, R_{m}\right)$ and $\boldsymbol{X}=L\left(R_{m}, R_{n}\right)$. Then $\mathbf{A X A}=\boldsymbol{A}$ if and only if there exist $\mathbf{H}$ and $\mathbf{D} \in L\left(R_{m}, R_{n}\right)$ such that

$$
\boldsymbol{X}=\boldsymbol{A}^{\#}+\left(\boldsymbol{I}_{n}-\mathbf{A}^{\#} \boldsymbol{A}\right) \boldsymbol{H}+\mathbf{D}\left(\boldsymbol{I}_{m}-\boldsymbol{A A ^ { \# }}\right)
$$

or equivalently if and only if

$$
\boldsymbol{X}=\mathbf{A}^{\#}+\mathbf{X}_{0} \boldsymbol{K}+\mathbf{L} \boldsymbol{Y}_{0},
$$

where $X_{0} \in L\left(R_{n-h}, R_{n}\right)$ and $\boldsymbol{Y}_{0} \in L\left(R_{m}, R_{m-h}\right) \quad(h=\operatorname{rank}(\mathbf{A}))$ were defined above, $K \in L\left(R_{m}, R_{n-h}\right)$ and $L \in L\left(R_{m-h}, R_{n}\right)$ are arbitrary, the term $\mathbf{X}_{0} \mathbf{K}$ vanishes if $h=n$ and the term $L Y_{0}$ vanishes if $h=m$.

Proof. Let us assume $h<m$ and $h<n$. Let both $\boldsymbol{A} \boldsymbol{X}_{1} \boldsymbol{A}=\boldsymbol{A}$ and $\boldsymbol{A} \boldsymbol{X}_{2} \boldsymbol{A}=\boldsymbol{A}$. Then $\boldsymbol{A}\left(\boldsymbol{X}_{1}-\boldsymbol{X}_{2}\right) \boldsymbol{A}=\mathbf{0}_{m, n}$ and hence $\left(\boldsymbol{X}_{1}-\boldsymbol{X}_{2}\right) \boldsymbol{A}=\left(\boldsymbol{I}_{n}-\boldsymbol{A}^{\#} \boldsymbol{A}\right) \boldsymbol{C}$ with some $\boldsymbol{C} \in L\left(R_{n}\right)$. By 2.6 and 2.7 this is possible if and only if

$$
X_{1}-X_{2}=\left(I_{n}-A^{\#} A\right) C A^{\#}+D\left(I_{m}-A A^{\#}\right)
$$

or by $(2,26)$ and $(2,27)$ if and only if

$$
X_{1}-X_{2}=X_{0}\left[C_{0} C A^{\#}\right]+\left[D D_{0}\right] Y_{0} .
$$

Putting $\mathbf{C A}^{\#}=\boldsymbol{H}, \boldsymbol{C}_{0} \mathbf{C A ^ { \# }}=\boldsymbol{K}$ and $\boldsymbol{D D _ { 0 }}=\boldsymbol{L}$ we obtain the desired relations. The modification of the proof in the case that $h=m$ and/or $h=n$ is obvious.
2.13. Lemma. Let $\boldsymbol{A} \in L\left(R_{n}, R_{m}\right)$. If $\operatorname{rank}(\boldsymbol{A})=m$, then $\operatorname{det}\left(\boldsymbol{A A}^{*}\right) \neq 0$. If $\operatorname{rank}(\boldsymbol{A})=n$, then $\operatorname{det}\left(\boldsymbol{A}^{*} \boldsymbol{A}\right) \neq 0$.

Proof. Let $\operatorname{rank}(\boldsymbol{A})=m$. Then by $(2,5) \boldsymbol{A}^{*} \boldsymbol{y}=\mathbf{0}$ if and only if $\boldsymbol{y}=\mathbf{0}$. Now, since $\boldsymbol{A}^{*}=\boldsymbol{A}^{\#} \boldsymbol{A} \boldsymbol{A}^{*}\left(\mathrm{cf} .(2,17)\right.$ ), $\boldsymbol{A} \boldsymbol{A}^{*} \boldsymbol{y}=\mathbf{0}$ implies $\boldsymbol{A}^{*} \boldsymbol{y}=\boldsymbol{A}^{\#} \boldsymbol{A} \boldsymbol{A}^{*} \boldsymbol{y}=\mathbf{0}$ and hence $\boldsymbol{y}=\mathbf{0}$. This implies that $\operatorname{rank}\left(\boldsymbol{A A}^{*}\right)=m$ (cf. $\left.(2,4)\right)$.

If $\operatorname{rank}(\boldsymbol{A})=\operatorname{rank}\left(\boldsymbol{A}^{*}\right)=n$, then by the first assertion of the lemma $\operatorname{rank}\left(\boldsymbol{A}^{*} \boldsymbol{A}\right)$ $=\operatorname{rank}\left(\boldsymbol{A}^{*}\left(\boldsymbol{A}^{*}\right)^{*}\right)=n$.
2.14. Remark. It is well known that $\operatorname{rank}(\boldsymbol{A} \boldsymbol{X})=\min (\operatorname{rank}(\boldsymbol{A}), \operatorname{rank}(\boldsymbol{X}))$ whenever the product $\mathbf{A X}$ of the matrices $\boldsymbol{A}, \mathbf{X}$ is defined. Hence for a given $\boldsymbol{A} \in L\left(R_{n}, R_{m}\right)$ there exists $X \in L\left(R_{m}, R_{n}\right)$ such that $A X=I_{m}$ only if $\operatorname{rank}(A)=m$. Analogously, there exists $X \in L\left(R_{m}, R_{n}\right)$ such that $X A=I_{n}$ only if $\operatorname{rank}(A)=n$.
2.15. Lemma. Let $\mathbf{A} \in L\left(R_{n}, R_{m}\right)$. If $\operatorname{rank}(\boldsymbol{A})=m$, then $\boldsymbol{A A}^{\#}=\boldsymbol{I}_{\boldsymbol{m}}$. If $\operatorname{rank}(\mathbf{A})=n$, then $\mathbf{A}^{\#} \mathbf{A}=\mathbf{I}_{n}$.

Proof. (a) Let $\operatorname{rank}(\boldsymbol{A})=m$. Then by $2.13\left(\boldsymbol{A} \boldsymbol{A}^{*}\right)$ possesses an inverse $\left(\boldsymbol{A} \boldsymbol{A}^{*}\right)^{-1}$ and according to the relation $\boldsymbol{A}^{\#} \boldsymbol{A} \boldsymbol{A}^{*}=\boldsymbol{A}^{*}$ (cf. $(2,17)$ )

$$
\begin{equation*}
\boldsymbol{A}^{\#}=\boldsymbol{A}^{*}\left(\mathbf{A} \boldsymbol{A}^{*}\right)^{-1} \tag{2,28}
\end{equation*}
$$

and hence $\boldsymbol{A A}^{\#}=\boldsymbol{I}_{m}$.
(b) If $\operatorname{rank}(\boldsymbol{A})=n$, then the relation $\boldsymbol{A}^{*} \boldsymbol{A} \boldsymbol{A}^{\#}=\boldsymbol{A}^{*}$ from $(2,17)$ and 2.13 imply

$$
\begin{equation*}
A^{\#}=\left(A^{*} A\right)^{-1} A \tag{2,29}
\end{equation*}
$$

and hence $\boldsymbol{A}^{\#} \boldsymbol{A}=\boldsymbol{I}_{\boldsymbol{n}}$.
2.16. Lemma. Let $\mathbf{A} \in L\left(R_{m}\right), \mathrm{B} \in L\left(R_{n}, R_{m}\right)$ and $\mathbf{C} \in L\left(R_{n}\right)$. If $\operatorname{rank}(\mathbf{A})=\operatorname{rank}(\mathbf{B})$ $=m$, then $(\mathbf{A B})^{\#}=\boldsymbol{B}^{\#} \boldsymbol{A}^{-1}$. If $\operatorname{rank}(\boldsymbol{B})=\operatorname{rank}(\mathbf{C})=n$, then $(\mathbf{B C})^{\#}=\boldsymbol{C}^{-1} \boldsymbol{B}^{\#}$.

Proof. Let $\operatorname{rank}(\mathbf{A})=\operatorname{rank}(\mathbf{B})=m$. Then by $2.15 \mathbf{B B}^{\#}=\boldsymbol{I}$. Consequently $A B B^{\#} A^{-1}=I$. Furthermore, $\left(B^{\#} A^{-1}\right)(A B)=B^{\#} B=B^{*}\left(B^{\#}\right)^{*}=B^{*} A^{*}\left(A^{-1}\right)^{*}\left(B^{\#}\right)^{*}$ $=(A B)^{*}\left(B^{\#} A^{-1}\right)^{*}$. This completes the proof of the former assertion. The latter one could be proved analogously.

For some more details about generalized inverse matrices see e.g. Reid [1] (Appendix B), Moore [1], Nashed [1] and "Proceedings of Symposium on the Theory and Applications of Generalized Inverses of Matrices" held at the Texas Technological College, Lubbock, Texas, March 1968, Texas Technological College Math. Series, No. 4.

## 3. Functional analysis

Here we review some concepts and results from linear functional analysis used in the subsequent chapters. For more information we mention e.g. Dunford, Schwartz [1], Heuser [1], Goldberg [1], Schechter [1].

Let $X$ be a linear space over the real scalars $R$. If $F, G$ are linear subspaces of $X$, then we set

$$
F+G=\{\mathbf{z} \in X ; \mathbf{z}=\mathbf{x}+\mathbf{y}, \mathbf{x} \in F, \mathbf{y} \in G\} .
$$

$F+G$ is evidently a linear subspace of $X$.
$F+G$ is called the direct sum of two linear subspaces $F, G$ if $F \cap G=\{0\}$. Let the direct sum of $F$ and $G$ be denoted by $F \oplus G$.

If $F \oplus G=X$ then $G$ is called the complementary subspace to $F$ in $X$.
It can be shown (see e.g. Heuser [1], II.4) that
(1) for any linear subspace $F \subset X$ there exists at least one complementary subspace $G \subset X$
(2) for any two complementary subspaces $G_{1}, G_{2}$ to a given subspace $F \subset X$ we have $\operatorname{dim} G_{1}=\operatorname{dim} G_{2}$ where by $\operatorname{dim}$ the usual linear dimension of a linear set is denoted.

This enables us to define the codimension of a linear subspace $F \subset X$ as follows.
Let $X=F \oplus G$; then we set

$$
\operatorname{codim} F=\operatorname{dim} G
$$

(If $\operatorname{dim} G=\infty$ or $X=F$, we put $\operatorname{codim} F=\infty$ or $\operatorname{codim} F=0$, respectively.)
If $F \subset X$ is a linear subspace, then we set $\boldsymbol{x} \sim \boldsymbol{y}$ for $\mathbf{x}, \boldsymbol{y} \in X$ if $\boldsymbol{x}-\boldsymbol{y} \in F$. By $\sim$ an equivalence relation on $X$ is given. This equivalence relation decomposes $X$ into disjoint classes of equivalent elements of $X$. If $\mathbf{x} \in X$ belongs to a given equivalence class with respect to the equivalence relation $\sim$ then all elements of this class belong to the set $x+F$.

Let us denote by $X \mid F$ the set of all equivalence classes with respect to the given equivalence relation. Let the equivalence class containing $\mathbf{x} \in X$ be denoted by $[\mathbf{x}]$, i.e.

$$
[x]=x+F
$$

Then

$$
X / F=\{[\mathbf{x}]=x+F ; x \in X\} .
$$

If we define $[\mathbf{x}]+[\mathbf{y}]=[\mathbf{x}+\boldsymbol{y}], \quad \alpha[\mathbf{x}]=[\alpha \mathbf{x}]$ where $\mathbf{x} \in[\mathbf{x}], y \in[y], \alpha \in R$ then $X \mid F$ becomes a linear space over $R$ called the quotient space. It can be shown that if $X=F \oplus G$, then there is a one-to-one correspondence between $X / F$ and $G$ (see e.g. Heuser [1], III.20). Hence

$$
\operatorname{codim} F=\operatorname{dim} G=\operatorname{dim}(X / F)
$$

Let $X$ and $Y$ be linear spaces over $R$. We consider linear operators $A$ which assign a unique element $\boldsymbol{A x}=\boldsymbol{y} \in Y$ to every element $\mathbf{x} \in D(\boldsymbol{A}) \subset X$. The set $D(\boldsymbol{A})$ called the domain of $\boldsymbol{A}$ forms a linear subspace in $X$ and the linearity relation

$$
\mathbf{A}(\alpha \mathbf{x}+\beta \mathbf{z})=\alpha \mathbf{A} \mathbf{x}+\beta \mathbf{A} \mathbf{z}
$$

holds for all $\mathbf{x}, \mathbf{z} \in X, \alpha, \beta \in R$.
The set of all linear operators $A$ with values in $Y$ such that $D(A)=X$ will be denoted by $L(X, Y)$. If $X=Y$, then we write simply $L(X)$ instead of $L(X, X)$. The
identity operator $\mathbf{x} \in X \rightarrow \mathbf{x} \in X$ on $X$ is usually denoted by $\boldsymbol{I}$. For an operator $\boldsymbol{A} \in L(X, Y)$ we use the following notations:

$$
R(\mathbf{A})=\{\boldsymbol{y} \in Y ; \boldsymbol{y}=\boldsymbol{A} \mathbf{x}, \mathbf{x} \in X\}
$$

denotes the range of $\boldsymbol{A}$, the linear subspace of values of $\boldsymbol{A} \in L(X, Y)$ in $Y$.

$$
N(\mathbf{A})=\{\boldsymbol{x} \in X ; \boldsymbol{A} \boldsymbol{x}=\mathbf{0} \in Y\}
$$

denotes the null-space of $\boldsymbol{A} \in L(X, Y) ; N(\boldsymbol{A}) \subset X$ is a linear subspace in $X$. Further we denote

$$
\alpha(\mathbf{A})=\operatorname{dim} N(\mathbf{A})
$$

and

$$
\beta(\mathbf{A})=\operatorname{codim} R(\boldsymbol{A})=\operatorname{dim}(Y / R(\mathbf{A})) .
$$

If $\alpha(\boldsymbol{A}), \beta(\boldsymbol{A})$ are not both infinite, then we define the index ind $\boldsymbol{A}$ of $\boldsymbol{A} \in L(X, Y)$ by the relation

$$
\text { ind } \boldsymbol{A}=\beta(\boldsymbol{A})-\alpha(\boldsymbol{A})
$$

The operator $\boldsymbol{A} \in L(X, Y)$ is called one-to-one if for $\mathbf{x}_{1}, \mathbf{x}_{2} \in X, \mathbf{x}_{1} \neq \mathbf{x}_{2}$ we have $\boldsymbol{A} \boldsymbol{x}_{1} \neq \boldsymbol{A} \boldsymbol{x}_{2}$. Evidently $\boldsymbol{A} \in L(X, Y)$ is one-to-one if and only if $N(\boldsymbol{A})=\{\boldsymbol{0}\}$ (or equivalently $\alpha(\mathbf{A})=0$ ).

The inverse operator $\mathbf{A}^{-1}$ for $\boldsymbol{A} \in L(X, Y)$ can be defined only if $\boldsymbol{A}$ is one-to-one. By definition $\mathbf{A}^{-1}$ is a linear operator from $Y$ to $X$ mapping $\boldsymbol{y}=\boldsymbol{A} \boldsymbol{x} \in Y$ to $\mathbf{x} \in X$. We have $D\left(\boldsymbol{A}^{-1}\right)=R(\boldsymbol{A}), R\left(\boldsymbol{A}^{-1}\right)=D(\boldsymbol{A})=X, \boldsymbol{A}^{-1}(\boldsymbol{A} \mathbf{x})=\mathbf{x}$ for $\mathbf{x} \in X, \boldsymbol{A}\left(\boldsymbol{A}^{-1} \mathbf{y}\right)=\boldsymbol{y}$ for $\boldsymbol{y} \in R(\mathbf{A})$. If $R(\boldsymbol{A})=Y$ and $N(\mathbf{A})=\{\mathbf{0}\}$ (i.e. $\alpha(\boldsymbol{A})=\beta(\boldsymbol{A})=0$ ) then we can assign to any $\mathbf{y} \in Y$ the element $\boldsymbol{A}^{-1} \mathbf{y}$ which is the unique solution of the linear equation

$$
\begin{equation*}
A x=y \tag{3,1}
\end{equation*}
$$

In this case we have $\boldsymbol{A}^{-1} \in L(Y, X)$. The linear equation $(3,1)$ can be solved in general only for $\boldsymbol{y} \in R(\boldsymbol{A})$.

The linear equation (3,1) for $\boldsymbol{A} \in L(X, Y)$ is called uniquely solvable on $R(\boldsymbol{A})$ if for any $\boldsymbol{y} \in R(\boldsymbol{A})$ there is only one $\mathbf{x} \in X$ such that $\boldsymbol{A} \boldsymbol{x}=\boldsymbol{y}$. The equation $(3,1)$ is uniquely solvable on $R(\boldsymbol{A})$ if and only if $\boldsymbol{A}$ is one-to-one (i.e. $N(\boldsymbol{A})=\{\mathbf{0}\}$ ).

Let now $X, X^{+}$be linear spaces. Assume that a bilinear form $\left\langle\boldsymbol{x}, \boldsymbol{x}^{+}\right\rangle: X \times X^{+} \rightarrow R$ is defined on $X \times X^{+}$(i.e. $\left\langle\alpha \mathbf{x}+\beta \mathbf{y}, \mathbf{x}^{+}\right\rangle=\alpha\left\langle\boldsymbol{x}, \mathbf{x}^{+}\right\rangle+\beta\left\langle\boldsymbol{y}, \mathbf{x}^{+}\right\rangle,\left\langle\boldsymbol{x}, \alpha \mathbf{x}^{+}+\beta \boldsymbol{y}^{+}\right\rangle$ $=\alpha\left\langle\mathbf{x}, \mathbf{x}^{+}\right\rangle+\beta\left\langle\mathbf{x}, \boldsymbol{y}^{+}\right\rangle$for every $\left.\mathbf{x}, \mathbf{y} \in X, \mathbf{x}^{+}, \boldsymbol{y}^{+} \in X^{+}, \alpha, \beta \in R\right)$.
3.1. Definition. If $X, X^{+}$are linear spaces, $\left\langle\mathbf{x}, \mathbf{x}^{+}\right\rangle$a bilinear form on $X \times X^{+}$ we say that the spaces $X, X^{+}$form a dual pair $\left(X, X^{+}\right)$(with respect to the bilinear form $\langle.,$.$\rangle ) if$

$$
\left\langle\boldsymbol{x}, \mathbf{x}^{+}\right\rangle=0 \quad \text { for every } \quad \mathbf{x} \in X \quad \text { implies } \quad \mathbf{x}^{+}=\mathbf{0} \in X^{+}
$$

and

$$
\left\langle\boldsymbol{x}, \mathbf{x}^{+}\right\rangle=0 \text { for every } \mathbf{x}^{+} \in X^{+} \text {implies } \mathbf{x}=\mathbf{0} \in X .
$$

In Heuser [1], VI. 40 the following important statement is proved.
3.2. Theorem. Let $\left(X, X^{+}\right)$be a dual pair of linear spaces with respect to the bilinear form $\left\langle.\right.$, .〉 defined on $X \times X^{+}$. Assume that $\mathbf{A} \in L(X)$ is such an operator that there is an operator $\boldsymbol{A}^{+} \in L\left(X^{+}\right)$such that

$$
\left\langle\boldsymbol{A} \boldsymbol{x}, \boldsymbol{x}^{+}\right\rangle=\left\langle\mathbf{x}, \boldsymbol{A}^{+} \boldsymbol{x}^{+}\right\rangle
$$

for every $\mathbf{x} \in X, \boldsymbol{x}^{+} \in X^{+}$.
If ind $\boldsymbol{A}=\operatorname{ind} \boldsymbol{A}^{+}=0$, then

$$
\alpha(\mathbf{A})=\alpha\left(\mathbf{A}^{+}\right)=\beta(\mathbf{A})=\beta\left(\mathbf{A}^{+}\right)<\infty
$$

and moreover
$\boldsymbol{A} \boldsymbol{x}=\boldsymbol{y}$ has a solution if and only if $\left\langle\boldsymbol{y}, \mathbf{x}^{+}\right\rangle=0$ for all $\boldsymbol{x}^{+} \in N\left(\boldsymbol{A}^{+}\right)$,
$\boldsymbol{A}^{+} \boldsymbol{x}^{+}=\boldsymbol{y}^{+}$has a solution if and only if $\left\langle\boldsymbol{x}, \boldsymbol{y}^{+}\right\rangle=0$ for all $\boldsymbol{x} \in N(\mathbf{A})$.
In the following we assume that $X$ and $Y$ are Banach spaces, i.e. normed linear spaces which are complete with respect to the norm given in $X, Y$ respectively. The norm in a normed linear space $X$ will be denoted by $\|\cdot\|_{X}$ or simply $\|\cdot\|$ when no misunderstanding may occur.
3.3. Definition. An operator $\boldsymbol{A} \in L(X, Y)$ is bounded if there exists a constant $M \in R$ such that

$$
\|\boldsymbol{A} \boldsymbol{x}\| \leq M\|\boldsymbol{x}\|
$$

for all $\mathbf{x} \in X$.
The set of all bounded operators $\boldsymbol{A} \in L(X, Y)(\boldsymbol{A} \in L(X))$ will be denoted by $B(X, Y) \quad(B(X))$.

It is well-known that $\boldsymbol{A} \in B(X, Y)$ if and only if $\boldsymbol{A}$ is continuous, i.e. for every sequence $\left\{\boldsymbol{x}_{n}\right\}_{n=1}^{\infty}, \lim _{n \rightarrow \infty} \boldsymbol{x}_{n}=\mathbf{x}$ we have $\lim _{n \rightarrow \infty} \boldsymbol{A} \mathbf{x}_{n}=\boldsymbol{A} \mathbf{x}$.

For $\boldsymbol{A} \in B(X, Y)$ we define

$$
\begin{equation*}
\|A\|_{B(X, Y)}=\sup _{x=1}\|A x\|=\sup _{x=0} \frac{\|A x\|}{\|x\|} \tag{3,2}
\end{equation*}
$$

It can be proved that by the relation $(3,2)$ a norm on $B(X, Y)$ is given and that $B(X, Y)$ with this norm is a Banach space (see e.g. Schechter [1], Chap. III.).
3.4. Theorem (Bounded Inverse Theorem). If $\boldsymbol{A} \in B(X, Y)$ is such that $R(\boldsymbol{A})=Y$ and $N(\boldsymbol{A})=\{\mathbf{0}\}$, then $\boldsymbol{A}^{-1}$ exists and $\mathbf{A}^{-1} \in B(Y, X)$.
(See Schechter [1], III. Theorem 4.1).
3.5. Definition. We denote $X^{*}=B(X, R)$, where $R$ is the Banach space of real numbers with the norm given by $\alpha \in R \rightarrow|\alpha|$. The elements of $X^{*}$ are called linear bounded functionals on $X$ and $X^{*}$ is the dual space to $X$. Given $f \in X^{*}$, its value at $\mathbf{x} \in X$ is denoted also by

$$
f(\mathbf{x})=\langle\mathbf{x}, \boldsymbol{f}\rangle_{X}
$$

If $\boldsymbol{f}(\boldsymbol{x})=0$ for any $\boldsymbol{x} \in X, \boldsymbol{f}$ is said to be the zero functional on $\boldsymbol{X}$ and we write $f=0$.
3.6. Remark. $X^{*}$ equipped with the norm

$$
\|f\|_{X^{*}}=\sup _{\|x\| X}|f(x)|=\sup _{x \neq 0} \frac{|f(x)|}{\|x\|_{X}} \quad \text { for } \quad f \in X^{*}
$$

(cf. $(3,2))$ is a Banach space. Furthermore,

$$
\mathbf{x} \in X, \boldsymbol{f} \in X^{*} \rightarrow\langle\mathbf{x}, \boldsymbol{f}\rangle_{x}
$$

is evidently a bilinear form on $X \times X^{*}$. Clearly, $\langle\boldsymbol{x}, \boldsymbol{f}\rangle_{x}=0$ for any $\boldsymbol{x} \in X$ if and only if $\boldsymbol{f}$ is the zero functional on $X\left(\boldsymbol{f}=0 \in X^{*}\right)$. Moreover, it follows from the

- Hahn-Banach Theorem (see e.g. Schechter [1], II.3.2) that $\langle\boldsymbol{x}, \boldsymbol{f}\rangle_{X}=0$ for any $\boldsymbol{f} \in X^{*}$ if and only if $\mathbf{x}=\mathbf{0}$. This means that the spaces $X$ and its dual $X^{*}$ form a dual pair $\left(X, X^{*}\right)$ with respect to the bilinear form $\langle., .\rangle_{X}$.

For some Banach spaces $X$ there exist a Banach space $E_{X}$ and a bilinear form [., . $]_{X}$ on $X \times E_{X}$ such that $f \in X^{*}$ if and only if there exists $g \in E_{X}$ such that

$$
\langle\mathbf{x}, \boldsymbol{f}\rangle_{X}=[\mathbf{x}, \mathbf{g}]_{X} \quad \text { for any } \quad \mathbf{x} \in X
$$

If this correspondence between $E_{X}$ and $X^{*}$ is an isometrical isomorphism*), we identify $E_{X}$ with $X^{*}$ and put

$$
\langle\mathbf{x}, \mathbf{g}\rangle_{X}=[\mathbf{x}, \mathbf{g}]_{X}
$$

3.7. Definition. Let $X, Y$ be Banach spaces. By $X \times Y$ we denote the space of all couples $(\boldsymbol{x}, \boldsymbol{y})$, where $\boldsymbol{x} \in X$ and $\boldsymbol{y} \in Y$. Given $(\mathbf{x}, \boldsymbol{y}),(\boldsymbol{u}, \boldsymbol{v}) \in X \times Y$ and $\lambda \in R$, we put $(\boldsymbol{x}, \boldsymbol{y})+(\mathbf{u}, \mathbf{v})=(\mathbf{x}+\mathbf{u}, \boldsymbol{y}+\mathbf{v}), \lambda(\mathbf{x}, \boldsymbol{y})=(\lambda \mathbf{x}, \lambda \boldsymbol{y})$ and

$$
\|(\boldsymbol{x}, \boldsymbol{y})\|_{\boldsymbol{X} \times \boldsymbol{Y}}=\|\boldsymbol{x}\|_{X}+\|\boldsymbol{y}\|_{Y} .
$$

(Clearly, $\|\cdot\|_{X \times Y}$ is a norm on $X \times Y$ and $X \times Y$ equipped with this norm is a Banach space.)
3.8. Lemma. If $\left(X, X^{+}\right)$and $\left(Y, Y^{+}\right)$are dual pairs with respect to the bilinear forms $[., .]_{X}$ and $[., .]_{Y}$, respectively, then $\left(X \times Y, X^{+} \times Y^{+}\right)$is a dual pair with respect to the bilinear form

$$
\begin{gathered}
(\mathbf{x}, \boldsymbol{y}) \in X \times Y,\left(\mathbf{x}^{+}, \mathbf{y}^{+}\right) \in X^{+} \times Y^{+} \rightarrow \\
{\left[(\mathbf{x}, \boldsymbol{y}),\left(\mathbf{x}^{+}, \mathbf{y}^{+}\right)\right]_{X \times Y}=\left[\mathbf{x}, \mathbf{x}^{+}\right]_{X}+\left[\mathbf{y}, \mathbf{y}^{+}\right]_{Y} .}
\end{gathered}
$$

[^1]Proof. [., . $]_{X \times Y}$ is clearly a bilinear form. Furthermore, let us assume that

$$
\begin{equation*}
\left[(\boldsymbol{x}, \boldsymbol{y}),\left(\mathbf{x}^{+}, \boldsymbol{y}^{+}\right)\right]_{X \times Y}=0 \quad \text { for all } \quad\left(\boldsymbol{x}^{+}, \boldsymbol{y}^{+}\right) \in X^{+} \times Y^{+} . \tag{3,3}
\end{equation*}
$$

In particular, we have

$$
\left[(\mathbf{x}, \boldsymbol{y}),\left(\mathbf{x}^{+}, \boldsymbol{y}^{+}\right)\right]_{X \times Y}=\left[\mathbf{x}, \mathbf{x}^{+}\right]_{X}=0
$$

for all $\left(\boldsymbol{x}^{+}, \boldsymbol{y}^{+}\right) \in X^{+} \times Y^{+}$with $\boldsymbol{y}^{+}=\mathbf{0}$. Since $\left(X, X^{+}\right)$is a dual pair this implies $\boldsymbol{x}=\mathbf{0}$ and $(3,3)$ reduces to $\left[\boldsymbol{y}, \boldsymbol{y}^{+}\right]_{Y}=0$ for all $\boldsymbol{y}^{+} \in Y$, i.e. $\boldsymbol{y}=\mathbf{0}$. Analogously, we would show that $\left[(\boldsymbol{x}, \boldsymbol{y}),\left(\boldsymbol{x}^{+}, \boldsymbol{y}^{+}\right)\right]_{X \times Y}=0$ for all $(\boldsymbol{x}, \boldsymbol{y}) \in X \times Y$ if and only if $\boldsymbol{x}^{+}=\mathbf{0}, \mathbf{y}^{+}=\mathbf{0}$.
3.9. Remark. In particular, $(X \times Y)^{*}=X^{*} \times Y^{*}$, where

$$
\langle(\boldsymbol{x}, \boldsymbol{y}),(\boldsymbol{\xi}, \boldsymbol{\eta})\rangle_{\boldsymbol{x} \times \boldsymbol{Y}}=\langle\boldsymbol{x}, \boldsymbol{\xi}\rangle_{\boldsymbol{X}}+\langle\boldsymbol{y}, \boldsymbol{\eta}\rangle_{\boldsymbol{Y}}
$$

for any $\mathbf{x} \in X, \boldsymbol{y} \in Y, \boldsymbol{\xi} \in X^{*}$ and $\boldsymbol{\eta} \in Y^{*}$.
3.10. Examples. (i) It is well-known (cf. Dunford, Schwartz [1]) that $\boldsymbol{A}$ is a linear operator acting from $R_{n}$ into $R_{m}$ if and only if there exists a real $m \times n$-matrix $B$ such that $\mathrm{A}: \mathbf{x} \in R_{n} \rightarrow \mathrm{Bx} \in R_{m}$. Thus the space of all linear operators acting from $R_{n}$ into $R_{m}$ and the space of all real $m \times n$-matrices may be identified. Clearly, $B\left(R_{n}, R_{m}\right)=L\left(R_{n}, R_{m}\right)$. In particular, $R_{n}^{*}=B\left(R_{n}, R\right)=L\left(R_{n}, R\right)$ is the space of all real row $n$-vectors, while

$$
\left\langle\mathbf{x}, \boldsymbol{y}^{*}\right\rangle_{R_{n}}=\boldsymbol{y}^{*} \boldsymbol{x} \quad \text { for any } \quad \boldsymbol{y}^{*} \in R_{n}^{*} \quad \text { and } \quad \mathbf{x} \in R_{n} .
$$

(ii) Let $-\infty<a<b<+\infty$. The dual space to $C_{n}[a, b]$ is isometrically isomorphic with the space $N B V_{n}[a, b]$ of column $n$-vector valued functions of bounded variation on $[a, b]$ which are right-continuous on $(a, b)$ and vanishes at $a$. Given $\boldsymbol{y}^{*} \in N B V_{n}[a, b]$, the value of the corresponding functional on $\mathbf{x} \in C_{n}[a, b]$ is

$$
\begin{equation*}
\left\langle\mathbf{x}, \boldsymbol{y}^{*}\right\rangle_{C}=\int_{a}^{b} \mathrm{~d}\left[\mathbf{y}^{*}(t)\right] \mathbf{x}(t) \tag{3,4}
\end{equation*}
$$

and

$$
\left\|\boldsymbol{y}^{*}\right\|_{C}=\sup _{\|\boldsymbol{x}\| \boldsymbol{c}=1}\left|\left\langle\boldsymbol{x}, \boldsymbol{y}^{*}\right\rangle_{C}\right|=\operatorname{var}_{a}^{b} \boldsymbol{y}^{*}=\left\|\boldsymbol{y}^{*}\right\|_{B V} .
$$

(The integral in $(3,4)$ is the usual Riemann-Stieltjes integral.) This result is called the Riesz Representation Theorem (see e.g. Dunford, Schwartz [1], IV.6.3). As a consequence $K \in B\left(C_{n}[a, b], R_{m}\right)$ if and only if there exists a function $K:[a, b] \rightarrow L\left(R_{n}, R_{m}\right)$ of bounded variation on $[a, b]$ and such that

$$
\boldsymbol{K}: \mathbf{x} \in C_{n}[a, b] \rightarrow \int_{a}^{b} \mathrm{~d}[\boldsymbol{K}(t)] \mathbf{x}(t) \in R_{m} .
$$

Let us notice that the zero functional on $C_{n}[a, b]$ corresponds to the function $\boldsymbol{y}^{*} \in N B V_{n}[a, b]$ identically vanishing on $[a, b]$.
(iii) Let $-\infty<a<b<\infty, 1 \leq p<\infty, q=p /(p-1)$ if $p>1$ and $q=\infty$ if $p=1$. The dual space to $L_{n}^{p}[a, b]$ is isometrically isomorphic with $L_{n}^{q}[a, b]$ (whose elements are row $n$-vector valued functions). Given $\boldsymbol{y}^{*} \in L_{n}^{q}[a, b]$, the value of the corresponding functional on $\mathbf{x} \in L_{n}^{p}[a, b]$ is

$$
\begin{equation*}
\left\langle\boldsymbol{x}, \boldsymbol{y}^{*}\right\rangle_{L}=\int_{a}^{b} \boldsymbol{y}^{*}(t) \boldsymbol{x}(t) \mathrm{d} t \tag{3,5}
\end{equation*}
$$

and

$$
\left\|\boldsymbol{y}^{*}\right\|_{L^{*}}=\sup _{\|\boldsymbol{x}\|_{L^{p}}=1}\left|\left\langle\boldsymbol{x}, \boldsymbol{y}^{*}\right\rangle_{L}\right|=\left\|\boldsymbol{y}^{*}\right\|_{L^{q}}
$$

(see e.g. Dunford, Schwartz [1], IV.8.1). (The integral in $(3,5)$ is the usual Lebesgue integral.) The zero functional on $L_{n}^{p}[a, b]$ corresponds to any function $\boldsymbol{y}^{*} \in L_{n}^{q}[a, b]$ such that $\boldsymbol{y}^{*}(t)=\mathbf{0}$ a.e. on $[a, b]$.
(iv) Any Hilbert space $H$ is isometrically isomorphic with its dual space. If $\mathbf{x}, \boldsymbol{y} \in H \rightarrow(\boldsymbol{x}, \boldsymbol{y})_{H} \in R$ is an inner product on $H$ and $\mathbf{x} \in H \rightarrow\|\boldsymbol{x}\|_{H}=(\boldsymbol{x}, \boldsymbol{x})^{1 / 2}$ the corresponding norm on $H$, then given $\boldsymbol{h} \in H$, the value of the corresponding functional on $\boldsymbol{x} \in H$ is given by

$$
\langle\mathbf{x}, \boldsymbol{h}\rangle_{H}=(\mathbf{x}, \boldsymbol{h})_{H}
$$

and

$$
\|\boldsymbol{h}\|_{\boldsymbol{H}^{*}}=\sup _{\|\mathbf{x}\|_{H}=1}\left|\langle\mathbf{x}, \boldsymbol{h}\rangle_{\boldsymbol{H}}\right|=\|\boldsymbol{h}\|_{\boldsymbol{H}} .
$$

If $X, Y$ are Banach spaces and $\boldsymbol{A} \in B(X, Y)$, then for every $\mathbf{g} \in Y^{*}$ the mapping $\boldsymbol{x} \in X \rightarrow\langle\boldsymbol{A} \boldsymbol{x}, \mathbf{g}\rangle_{Y}$ is a linear bounded functional on $X$. (Given $\boldsymbol{x} \in X$ and $\mathbf{g} \in Y^{*}$, $\left|\langle\boldsymbol{A x}, \boldsymbol{g}\rangle_{Y}\right| \leq\|\boldsymbol{A} \boldsymbol{x}\|_{Y}\|\boldsymbol{g}\|_{Y^{*}} \leq\|\boldsymbol{A}\|_{\boldsymbol{B}(X, Y)}\|\boldsymbol{g}\|_{Y^{*}}\|\boldsymbol{x}\|_{X_{X}}$. Thus there is an element of $X^{*}$ denoted by $\boldsymbol{A}^{*} \boldsymbol{g}$ such that $\langle\boldsymbol{A} \mathbf{x}, \boldsymbol{g}\rangle_{Y}=\left\langle\boldsymbol{x}, \boldsymbol{A}^{*} \boldsymbol{g}\right\rangle_{X}$. This leads to the following
3.11. Definition. Given $\boldsymbol{A} \in B(X, Y)$, the operator $\mathbf{A}^{*}: Y^{*} \rightarrow X^{*}$ defined by

$$
\langle\boldsymbol{A} \boldsymbol{x}, \mathbf{g}\rangle_{Y}=\left\langle\mathbf{x}, \boldsymbol{A}^{*} \mathbf{g}\right\rangle_{X}
$$

for all $\mathbf{x} \in X$ and $\mathbf{g} \in Y^{*}$ is called the adjoint operator to $\mathbf{A}$.
Let us notice that $\boldsymbol{A}^{*} \in B\left(Y^{*}, X^{*}\right)$ and $\left\|\boldsymbol{A}^{*}\right\|=\|\boldsymbol{A}\|$ for any $\boldsymbol{A} \in B(X, Y)$. (See Schechter [1], III.2.)
3.12. Definition. For a given subset $M \subset X$ we define

$$
M^{\perp}=\left\{\boldsymbol{f} \in X^{*} ;\langle\boldsymbol{x}, \boldsymbol{f}\rangle_{\boldsymbol{x}}=0 \quad \text { for all } \quad \mathbf{x} \in M\right\}
$$

and similarly for a subset $N \subset X^{*}$ we set

$$
{ }^{\perp} N=\left\{\mathbf{x} \in X ;\langle\boldsymbol{x}, \boldsymbol{f}\rangle_{x}=0 \quad \text { for all } \quad \boldsymbol{f} \in N\right\} .
$$

3.13. Definition. The operator $\boldsymbol{A} \in B(X, Y)$ is called normally solvable if the equation $\boldsymbol{A} \boldsymbol{x}=\boldsymbol{y}$ has a solution if and only if $\langle\boldsymbol{y}, \boldsymbol{f}\rangle_{Y}=0$ for all solutions $\boldsymbol{f} \in Y^{*}$ of the adjoint equation $\boldsymbol{A}^{*} \boldsymbol{f}=\mathbf{0}$.
(In other words, $\boldsymbol{A} \in B(X, Y)$ is normally solvable if and only if the condition ${ }^{\perp} N\left(\boldsymbol{A}^{*}\right)=R(\boldsymbol{A})$ is satisfied.)
3.14. Theorem. If $\boldsymbol{A} \in B(X, Y)$, then the following statements are equivalent
(i) $R(\mathbf{A})$ is closed in $Y$,
(ii) $R\left(\boldsymbol{A}^{*}\right)$ is closed in $X^{*}$,
(iii) $\boldsymbol{A}$ is normally solvable $\left(R(\boldsymbol{A})={ }^{\perp} N\left(\boldsymbol{A}^{*}\right)\right)$,
(iv) $R\left(\boldsymbol{A}^{*}\right)=N(\boldsymbol{A})^{\perp}$.
(See e.g. Goldberg [1], IV.1.2.)
3.15. Theorem. Let $\boldsymbol{A} \in B(X, Y)$ have a closed range $R(\mathbf{A})$ in $Y$. Then

$$
\alpha\left(\mathbf{A}^{*}\right)=\beta(\mathbf{A}) \quad \text { and } \quad \alpha(\mathbf{A})=\beta\left(\mathbf{A}^{*}\right) .
$$

If ind $\boldsymbol{A}$ is defined, then ind $\boldsymbol{A}^{*}$ is also defined and

$$
\operatorname{ind} \boldsymbol{A}^{*}=-\operatorname{ind} \boldsymbol{A}
$$

(See e.g. Goldberg [1], IV.2.3 or Schechter [1], V.4.)
3.16. Definition. If $X, Y$ are Banach spaces then a linear operator $K \in L(X, Y)$ is called compact (or completely continuous) if for every sequence $\left\{\mathbf{x}_{n}\right\}_{n=1}^{\infty}, \mathbf{x}_{n} \in X$ such that $\left\|\boldsymbol{x}_{n}\right\|_{X} \leq C=$ const. the sequence $\left\{K \boldsymbol{x}_{n}\right\}_{n=1}^{\infty}$ in $Y$ contains a subsequence which converges in $Y$.

Let the set of all compact operators in $L(X, Y)(L(X))$ be denoted by $K(X, Y)$ $(K(X))$.

The set $K(X, Y) \subset L(X, Y)$ is evidently linear. Moreover every compact operator is bounded, i.e. $K(X, Y) \subset B(X, Y)$. Indeed, if $K \in K(X, Y) \backslash B(X, Y)$, then there exists a sequence $\left\{\boldsymbol{x}_{n}\right\} \subset X,\left\|\boldsymbol{x}_{n}\right\|_{X} \leq C$ such that $\left\|\boldsymbol{K} \boldsymbol{x}_{n}\right\| \rightarrow \infty$ and the sequence $\left\{\boldsymbol{K} \boldsymbol{x}_{n}\right\} \subset Y$ cannot contain a subsequence which would be convergent in $Y$.
3.17. Theorem. Suppose that $K \in B(X, Y)$ and that there exists a sequence $\left\{\boldsymbol{K}_{n}\right\}$ $\subset K(X, Y)$ such that $\lim _{n \rightarrow \infty} K_{n}=K$ in $B(X, Y)$. Then $K \in K(X, Y)$, i.e. $K(X, Y)$ is a closed linear subspace in $B(X, Y)$.
(See Schechter [1], IV.3.)
3.18. Proposition. If $X, Y, Z$ are Banach spaces, $A \in B(X, Y), K \in K(Y, Z)$, then $\boldsymbol{K A} \in K(X, Z)$. Similarly $\mathbf{B L} \in K(X, Z)$ provided $\mathbf{L} \in K(X, Y), \quad \mathbf{B} \in B(Y, Z)$.
(See Schechter [1], IV.3.)

For the adjoint of a compact operator we have
3.19. Theorem. $K \in K(X, Y)$ if and only if $K^{*} \in K\left(Y^{*}, X^{*}\right)$.
(See Goldberg [1], III.1.11 or Schechter [1], IV. 4 for the "only if" part.)
3.20. Theorem. Let $K \in K(X)$ and let both the identity operator on $X$ and the identity operator on $X^{*}$ be denoted by $\mathbf{I}$. Then $\mathbf{I}+\mathbf{K} \in B(X), \mathbf{I}+\mathbf{K}^{*} \in B\left(X^{*}\right)$ and
(i) $R(I+K)$ is closed in $X$ and $R\left(I+K^{*}\right)$ is closed in $X^{*}$,
(ii) $\alpha(\boldsymbol{I}+\boldsymbol{K})=\beta(\boldsymbol{I}+\boldsymbol{K})=\alpha\left(\mathbf{I}+\boldsymbol{K}^{*}\right)=\beta\left(\boldsymbol{I}+\boldsymbol{K}^{*}\right)<\infty$.
$\left(\right.$ In particular, ind $(I+K)=\operatorname{ind}\left(I+K^{*}\right)=0$.)
(See Schechter [1], IV.3.)
3.21. Remark. It follows easily from the Bolzano-Weierstrass Theorem that any linear bounded operator with the range in a finite dimensional space is compact. $\left(B\left(X, R_{n}\right)=K\left(X, R_{n}\right)\right.$ for any Banach space $X$.) Analogously $B\left(R_{n}, Y\right)=K\left(R_{n}, Y\right)$ for any Banach space $Y$.
3.22. Definition. Let $E_{X}$ and $E_{Y}$ be Banach spaces and let $J_{X} \in B\left(X^{*}, E_{X}\right)$ and $J_{Y} \in B\left(Y^{*}, E_{Y}\right)$ be isometrical isomorphisms of $X^{*}$ onto $E_{X}$ and $Y^{*}$ onto $E_{Y}$, respectively. Let $[., .]_{X}$ be a bilinear form on $X \times E_{X}$ such that $\langle\mathbf{x}, \boldsymbol{\xi}\rangle_{X}=\left[\mathbf{x}, J_{X} \xi\right]_{X}$ for any $x \in X$ and $\xi \in X^{*}$ and let $[., .]_{Y}$ be a bilinear form on $Y \times E_{Y}$ such that $\langle\boldsymbol{y}, \boldsymbol{\eta}\rangle_{Y}=\left[\boldsymbol{y}, \boldsymbol{J}_{Y} \boldsymbol{\eta}\right]_{Y}$ for any $\boldsymbol{y} \in Y$ and $\boldsymbol{\eta} \in Y^{*}$. If $\boldsymbol{A} \in B(X, Y)$ and $\boldsymbol{B} \in L\left(E_{Y}, E_{X}\right)$ are such that

$$
[\mathbf{A x}, \boldsymbol{\varphi}]_{Y}=[\mathbf{x}, \mathbf{B} \boldsymbol{\varphi}]_{X} \quad \text { for every } \quad \mathbf{x} \in X \quad \text { and } \quad \boldsymbol{\varphi} \in E_{Y},
$$

then $\mathbf{B}$ is called a representation of the adjoint operator to $\mathbf{A}$.
3.23. Remark. If $\boldsymbol{A} \in B(X, Y)$ and $\boldsymbol{B} \in L\left(E_{Y}, E_{X}\right)$ is a representation of the adjoint operator $\boldsymbol{A}^{*} \in B\left(Y^{*}, X^{*}\right)$ to $\boldsymbol{A}$, then for any $\mathbf{x} \in X$ and $\boldsymbol{\varphi} \in E_{Y}$ we have

$$
[\boldsymbol{A x}, \varphi]_{Y}=\left\langle\boldsymbol{A x}, J_{Y}^{-1} \varphi\right\rangle_{Y}=\left\langle\mathbf{x}, A^{*} J_{Y}^{-1} \varphi\right\rangle_{X}=\left[\mathbf{x}, J_{X} A^{*} J_{Y}^{-1} \varphi\right]_{X} .
$$

Thus $\boldsymbol{B}=J_{X} \mathbf{A}^{*} J_{Y}^{-1} \in B\left(E_{Y}, E_{X}\right)$. It follows easily that if we replace the dual spaces to $X$ and $Y$ respectively by the spaces $E_{X}$ and $E_{Y}$ isometrically isomorphic to them and the adjoint operators $A^{*}$ and $K^{*}$ to $A$ and $K \in B(X, Y)$, respectively, by its representations $\boldsymbol{B}$ and $\boldsymbol{C} \in B\left(E_{Y}, E_{X}\right)$ defined in 3.22, then Theorems 3.14, 3.15, 3.19 and 3.20 remain valid. This makes reasonable to use the notation $A^{*}$ also for representations of the adjoint operator to $\mathbf{A}$.

In the rest of the section $X$ stands for an inner product space endowed with the inner product $(., .)_{X}$ and the corresponding norm $\mathbf{x} \in X \rightarrow\|\mathbf{x}\|_{X}=(\mathbf{x}, \mathbf{x})_{X}^{1 / 2}$. Furthermore, $Y$ is a Hilbert space, (., . $)_{Y}$ is the inner product defined on $Y$ and $\|\boldsymbol{y}\|_{Y}=(\boldsymbol{y}, \boldsymbol{y})_{Y}^{1 / 2}$ for any $\boldsymbol{y} \in Y$.
3.24. Definition. Given $\boldsymbol{A} \in L(X, Y)$ and $\boldsymbol{y} \in Y, \boldsymbol{u} \in X$ is said to be a least square solution to $(3,1)$ if

$$
\|\boldsymbol{A} u-\boldsymbol{y}\|_{Y} \leq\|\boldsymbol{A} x-\boldsymbol{y}\|_{Y} \quad \text { for all } \quad x \in X .
$$

3.25. Proposition. If $\boldsymbol{A} \in L(X, Y)$ and $\boldsymbol{u}_{0} \in X$ is such that

$$
\begin{equation*}
\left(\mathbf{A x}, \boldsymbol{A} \mathbf{u}_{0}-\boldsymbol{y}\right)_{Y}=0 \quad \text { for all } \quad \mathbf{x} \in X, \tag{3,6}
\end{equation*}
$$

then $\mathbf{u}_{0}$ is a least square solution to $(3,1)$. Furthermore, $\mathbf{x} \in X$ is a least square solution to $(3,1)$ if and only if $\mathbf{x}-\mathbf{u}_{0} \in N(\mathbf{A})$.

Proof. Given $\boldsymbol{x} \in X, \boldsymbol{A} \boldsymbol{x}-\boldsymbol{y}=\boldsymbol{A}\left(\boldsymbol{x}-\mathbf{u}_{0}\right)+\boldsymbol{A} \mathbf{u}_{0}-\boldsymbol{y}$ and in virtue of $(3,6)$

$$
\begin{aligned}
\|\boldsymbol{A} x-\boldsymbol{y}\|_{Y}^{2} & =\left\|\boldsymbol{A}\left(\boldsymbol{x}-\mathbf{u}_{0}\right)\right\|_{Y}^{2}+2\left(\boldsymbol{A}\left(\mathbf{x}-\mathbf{u}_{0}\right), \boldsymbol{A} u_{0}-\boldsymbol{y}\right)_{Y}+\left\|\boldsymbol{A} u_{0}-\boldsymbol{y}\right\|_{Y}^{2}= \\
& =\left\|\boldsymbol{A}\left(\mathbf{x}-\boldsymbol{u}_{0}\right)\right\|_{Y}^{2}+\left\|\boldsymbol{A} u_{0}-\boldsymbol{y}\right\|_{Y}^{2} \geq\left\|\boldsymbol{A} u_{0}-\boldsymbol{y}\right\|_{Y}^{2} .
\end{aligned}
$$

Thus $\boldsymbol{u}_{0}$ is a least square solution to $(3,1)$, while $\|\boldsymbol{A x}-\boldsymbol{y}\|_{Y}=\left\|\boldsymbol{A} u_{0}-\boldsymbol{y}\right\|_{Y}$ if and only if $\boldsymbol{A}\left(\boldsymbol{x}-\boldsymbol{u}_{0}\right)=\mathbf{0}$.
3.26. Remark. Let us notice that if $R(\mathbf{A})$ is closed in $Y$, then the Classical Projection Theorem (cf. e.g. Luenberger [1], p. 51) implies that the equation $(3,1)$ possesses for any $y \in Y$ a least square solution, while $u_{0} \in X$ is a least square solution to $(3,1)$ if and only if $(3,6)$ holds.
3.27. Definition. Given $\boldsymbol{A} \in L(X, Y)$ and $\mathbf{y} \in Y, \mathbf{u}_{0} \in X$ is a best approximate solution to $(3,1)$ if it is a least square solution to $(3,1)$ of minimal norm (i.e. $\left\|\boldsymbol{u}_{0}\right\|_{X} \leq\|\boldsymbol{u}\|_{X}$ for any least square solution $\boldsymbol{u}$ of $(3,1))$.
3.28. Proposition. Let $\boldsymbol{A} \in L(X, Y)$ and let $\mathbf{u}_{0} \in X$ fulfil $(3,6)$. If besides it

$$
\begin{equation*}
\left(\mathbf{v}, \mathbf{u}_{0}\right)_{\boldsymbol{X}}=0 \quad \text { for all } \quad \mathbf{v} \in N(\boldsymbol{A}) \tag{3,7}
\end{equation*}
$$

holds, then $\mathbf{u}_{0}$ is a best approximate solution of $(3,1)$.
Proof. By $3.25 \mathbf{u}_{0}$ is a least square solution to (3,1) and $\mathbf{u}-\mathbf{u}_{0} \in N(\mathbf{A})$ for all least square solutions $\boldsymbol{u}$ of $(3,1)$. Thus assuming $(3,7)$ we have

$$
\|\boldsymbol{u}\|_{X}^{2}=\left\|\boldsymbol{u}-\boldsymbol{u}_{0}\right\|_{X}^{2}+2\left(\boldsymbol{u}-\boldsymbol{u}_{0}, \boldsymbol{u}_{0}\right)_{X}+\left\|\boldsymbol{u}_{0}\right\|_{X}^{2}=\left\|\boldsymbol{u}-\boldsymbol{u}_{0}\right\|_{X}^{2}+\left\|\boldsymbol{u}_{0}\right\|_{X}^{2} \geq\left\|\boldsymbol{u}_{0}\right\|_{X}^{2}
$$

for any least square solution $u$ of $(3,1)$. Let us notice that $\left\|\boldsymbol{u}_{0}\right\|_{X}=\left\|\boldsymbol{u}_{0}\right\|_{X}$ if and only if $\mathbf{u}=\mathbf{u}_{0}$.
3.29. Remark. Let $\boldsymbol{A} \in L(X, Y)$. If $k=\operatorname{dim} N(\boldsymbol{A})<\infty$, then applying the GrammSchmidt orthogonalization process we may find a orthonormal basis $\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{k}$
in $N(\mathbf{A})$, i.e. $\left(\boldsymbol{x}_{i}, \boldsymbol{x}_{j}\right)_{X}=0$ if $i \neq j$ and $\left(\boldsymbol{x}_{i}, \boldsymbol{x}_{\boldsymbol{i}}\right)_{X}=1$. Let us put

$$
\mathbf{P}: \mathbf{x} \in X \rightarrow \sum_{i=1}^{k}\left(\mathbf{x}, \mathbf{x}_{i}\right)_{X} \mathbf{x}_{i} .
$$

Then $\boldsymbol{P} \in B(X), R(\boldsymbol{P})=N(\mathbf{A})$ and $\boldsymbol{P}^{2} \mathbf{x}=\boldsymbol{P}(\mathbf{P} \mathbf{x})=\boldsymbol{P} \mathbf{x}$ for every $\mathbf{x} \in X$. Moreover,

$$
\begin{equation*}
(\mathbf{x}-\mathbf{P} \mathbf{x}, \mathbf{v})_{X}=0 \quad \text { for all } \quad \mathbf{x} \in X \quad \text { and } \quad \mathbf{v} \in N(\boldsymbol{A}) . \tag{3,8}
\end{equation*}
$$

If $R(\mathbf{A})$ is closed in $Y$, then there exists $\mathbf{Q} \in B(Y)$ such that $R(\mathbf{Q})=R(\mathbf{A}), \mathbf{Q}^{2}=\mathbf{Q}$ and

$$
\begin{equation*}
(\mathbf{A x}, \mathbf{Q y}-\boldsymbol{y})_{Y}=0 \quad \text { for all } \quad \mathbf{y} \in Y \quad \text { and } \quad \mathbf{x} \in X \tag{3,9}
\end{equation*}
$$

(cf. Luenberger [1]). $\mathbf{P}$ is said to be a linear bounded orthogonal projection of $X$ onto $N(\boldsymbol{A})$ and $\mathbf{Q}$ is a linear bounded orthogonal projection of $Y$ onto $R(\boldsymbol{A})$. Let us notice that since

$$
R(\boldsymbol{I}-\mathbf{P})=N(\boldsymbol{P}) \quad \text { and } \quad R(\boldsymbol{I}-\mathbf{Q})=N(\mathbf{Q}),
$$

$R(\boldsymbol{I}-\boldsymbol{P})$ and $R(\boldsymbol{I}-\mathbf{Q})$ are closed.
As a restriction $\left.\boldsymbol{A}\right|_{R(I-P)}$ of $\boldsymbol{A}$ onto $R(\boldsymbol{I}-\boldsymbol{P})$ is a one-to-one mapping of $R(\boldsymbol{I}-\boldsymbol{P})$ onto $R(\boldsymbol{A})$, it possesses a linear inverse operator $\boldsymbol{A}^{+} \in L(R(\boldsymbol{A}), R(\boldsymbol{I}-\boldsymbol{P})$ ), i.e.

$$
\begin{equation*}
A A^{+} \boldsymbol{A}=\mathbf{A} \tag{3,10}
\end{equation*}
$$

As obviously $\boldsymbol{A A}^{+} \mathbf{Q}=\mathbf{Q}$, it follows from (3,9) that $\left(\boldsymbol{A x}, \boldsymbol{A A}^{+} \mathbf{Q y}-\mathbf{y}\right)_{\mathbf{Y}}=(\mathbf{A x}, \mathbf{Q y}-\mathbf{y})_{\mathbf{Y}}$ $=0$ for every $\boldsymbol{y} \in Y$ and $\boldsymbol{x} \in X$. Hence by $3.25 \mathbf{A}^{+} \mathbf{Q y}$ is for any $\boldsymbol{y} \in Y$ a least square solution of $(3,1)$.

Let us put

$$
\begin{equation*}
A^{\#}=(I-P) A^{+} \mathbf{Q} \tag{3,11}
\end{equation*}
$$

Evidently $\boldsymbol{A}(\boldsymbol{I}-\boldsymbol{P})=\boldsymbol{A}$ and hence $\left(\boldsymbol{A x}, \boldsymbol{A A}^{\#} \boldsymbol{y}-\boldsymbol{y}\right)_{Y}=\left(\boldsymbol{A x}, \boldsymbol{A A}^{+} \mathbf{Q y}-\boldsymbol{y}\right)_{Y}=0$ for every $\mathbf{x} \in X$ and $\boldsymbol{y} \in Y$. Since according to $(3,8)\left(\mathbf{v}, \boldsymbol{A}^{\#} \boldsymbol{y}\right)_{X}=\left(\mathbf{v},(\boldsymbol{I}-\mathbf{P}) \boldsymbol{A}^{+} \mathbf{Q y}\right)_{X}$ $=0$ for each $\mathbf{v} \in N(\boldsymbol{A})$ and $\boldsymbol{y} \in Y$, it follows from 3.28 that for every $\boldsymbol{y} \in Y, \mathbf{u}_{0}=\boldsymbol{A}^{\#} \boldsymbol{y}$ is a best approximate solution to $(3,1)$. Moreover, it is easy to verify that
$(3,12) \quad \boldsymbol{A A}^{\#} \boldsymbol{A}=\boldsymbol{A}, \quad \boldsymbol{A}^{\#} \boldsymbol{A} \boldsymbol{A}^{\#}=\boldsymbol{A}^{\#}, \quad \boldsymbol{A}^{\#} \boldsymbol{A}=\mathbf{I}-\mathbf{P}, \quad \boldsymbol{A A}^{\#}=\mathbf{Q}$.
3.30. Remark. If $\boldsymbol{A} \in B(X, Y)$, then the condition $(3,6)$ becomes $\boldsymbol{A}^{*} \boldsymbol{A} \boldsymbol{u}_{0}=\boldsymbol{A}^{*} \boldsymbol{y}$ or denoting $\boldsymbol{u}_{0}=\boldsymbol{A}^{\#} \boldsymbol{y}$,

$$
\begin{equation*}
\boldsymbol{A}^{*} \boldsymbol{A A ^ { \# }}=\mathbf{A}^{*} \tag{3,13}
\end{equation*}
$$

Let us notice that if $R(\boldsymbol{A})$ is closed, then $(3,12)$ implies $(3,13)$. In fact, given $\boldsymbol{x} \in X$ and $\boldsymbol{y} \in Y$, we have by $(3,9) 0=\left(\boldsymbol{x}, \boldsymbol{A}^{*} \mathbf{Q y}-\boldsymbol{A}^{*} \boldsymbol{y}\right)_{\boldsymbol{X}}$, i.e. $\boldsymbol{A}^{*} \mathbf{Q}=\boldsymbol{A}^{*}$. This together with the relation $\boldsymbol{A A}^{\#}=\mathbf{Q}$ from $(3,12)$ yields $\boldsymbol{A}^{*} \boldsymbol{A A}^{\#}=\boldsymbol{A}^{*} \mathbf{Q}=\boldsymbol{A}^{*}$. Finally, as $\boldsymbol{A}^{\#}=\boldsymbol{A}^{\#} \boldsymbol{A} \boldsymbol{A}^{\#}, \boldsymbol{A}^{\#}=(\boldsymbol{I}-\boldsymbol{P}) \boldsymbol{A}^{\#}$ and hence by $(3,8)\left(\mathbf{v}, \boldsymbol{A}^{\#} \boldsymbol{y}\right)_{X}=\left(\mathbf{v},(\boldsymbol{I}-\boldsymbol{P}) \boldsymbol{A}^{\#} \boldsymbol{y}\right)_{X}$ $=0$ for every $\boldsymbol{v} \in N(\mathbf{A})$ and $\boldsymbol{y} \in Y$. It means that $(3,12)$ implies also $(3,7)$.

Given $\boldsymbol{A} \in L(X, Y)$, any operator $\boldsymbol{A}^{+} \in L(Y, X)$ satisfying $(3,10)$ is called a generalized inverse operator to $\boldsymbol{A}$. If $\boldsymbol{A} \in B(X, Y)$, then the unique operator $\boldsymbol{A}^{\#} \in B(Y, X)$ satisfying $(3,12)$ is called the principal generalized inverse operator of $\mathbf{A}$.
3.31. Remark. If $X=R_{n}, Y=R_{m}$ and $\boldsymbol{A}$ is an $m \times n$-matrix and $\boldsymbol{A}^{\#}$ its generalized inverse matrix defined by 2.2 , then the vector $\boldsymbol{u}_{0}=\boldsymbol{A}^{\#} \boldsymbol{b} \in R_{n}$ satisfies the conditions $(3,13)$ and (3,7). In fact, as by $2.7 \boldsymbol{v} \in N(\boldsymbol{A})$ if and only if $\boldsymbol{v}=\left(\boldsymbol{I}-\boldsymbol{A}^{\#} \boldsymbol{A}\right) \boldsymbol{d}$ for some $\boldsymbol{d} \in R_{n}$, we have owing to $(2,16)\left(\boldsymbol{v}, \boldsymbol{A}^{\#} \boldsymbol{b}\right)=\boldsymbol{v}^{*} \boldsymbol{A}^{\#} \boldsymbol{b}=\boldsymbol{d}^{*}\left(\boldsymbol{I}-\left(\boldsymbol{A}^{\#} \boldsymbol{A}\right)^{*}\right) \boldsymbol{A}^{\#} \boldsymbol{b}$ $=\boldsymbol{d}^{*}\left(\boldsymbol{A}^{\#}-\boldsymbol{A}^{\#} \boldsymbol{A A ^ { \# }}\right) \boldsymbol{b}=0$. Furthermore, $\boldsymbol{A}^{*} \boldsymbol{A} \boldsymbol{A}^{\#}=\boldsymbol{A}^{*}$ by $(2,17)$. Thus if $R_{n}$ and $R_{m}$ are equipped with the Euclidean norm $|\cdot|_{e}, \boldsymbol{A}^{\#} \boldsymbol{b}$ is for any $\boldsymbol{b} \in R_{m}$ a unique best approximate solution of $(2,1)$.

## 4. Perron-Stieltjes integral

This section contains the definition of the Perron-Stieltjes integral based on the work of J. Kurzweil [1], [2]. Some facts concerning this integral are collected here. These facts are necessary for the subsequent study of equations and problems involving the Perron-Stieltjes integrals.

Let a fixed interval $[a, b],-\infty<a<b<+\infty$ be given. We denote by $\mathscr{S}=\mathscr{S}[a, b]$ the system of sets $S=R_{2}$ having the following property:
for every $\tau \in[a, b]$ there exists such a $\delta=\delta(\tau)>0$ that $(\tau, t) \in S$ whenever $\tau \in[a, b]$ and $t \in[\tau-\delta(\tau), \tau+\delta(\tau)]$.

Evidently any set $S \in \mathscr{S}[a, b]$ is characterized by a real function $\delta:[a, b] \rightarrow(0,+\infty)$.
Let $f:[a, b] \rightarrow R$ and $g:[a, b] \rightarrow R$ be real functions, $-\infty<\alpha<a<b<\beta$ $<+\infty$. If $g(t)$ is defined only for $t \in[a, b]$ then we assume automatically that $g(t)=g(a)$ for $t<a$ and $g(t)=g(b)$ for $t>b$. It is evident that if $\operatorname{var}_{a}^{b} g<\infty$, this arrangement yields $\operatorname{var}_{\alpha}^{\beta} g \doteq \operatorname{var}_{a}^{b} g$ for any $\alpha, \beta$ such that $\alpha<a<b<\beta$.
4.1. Definition. A real valued finite function $M:[a, b] \rightarrow R$ is a major function of $f$ with respect to $g$ if there exists such a set $S \in \mathscr{S}[a, b]$ that

$$
\left(\tau-\tau_{0}\right)\left(M(\tau)-M\left(\tau_{0}\right)\right) \geq\left(\tau-\tau_{0}\right) f\left(\tau_{0}\right)\left(g(\tau)-g\left(\tau_{0}\right)\right)
$$

for $\left(\tau_{0}, \tau\right) \in S$. The set of major functions of $f$ with respect to $g$ is denoted by $M(f, g)$.
A function $m:[a, b] \rightarrow R$ is a minor function of $f$ with respect to $g$ if $-m \in M(-f, g)$, i.e. if $-m$ is a major function of $-f$ with respect to $g$. The set of minor functions of $f$ with respect to $g$ is denoted by $m(f, g)$.
4.2. Definition. Let $M(f, g) \neq \emptyset$ and $m(f, g) \neq \emptyset$. The lower bound of the numbers $M(b)-M(a)$ where $M \in M(f, g)$ is called the upper Perron-Stieltjes integral of $f$

of the numbers $m(b)-m(a), m \in m(f, g)$ is called the lower Perron-Stieltjes integral of $f$ with respect to $g$ from $a$ to $b$ and is denoted by $\int_{a}^{b} f \mathrm{~d} g$.
4.3. Lemma. If $M(f, g) \neq \emptyset$ and $m(f, g) \neq \emptyset$, then

$$
\int_{a}^{b} f \mathrm{~d} g \leq \int_{a}^{b} f \mathrm{~d} g
$$

For the proof of this lemma see Kurzweil [1], Lemma 1,1,1.
4.4. Definition. If $M(f, g) \neq \emptyset, m(f, g) \neq \emptyset$ and the equality

$$
\int_{a}^{b} f \mathrm{~d} g=\int_{a}^{b} f \mathrm{~d} g
$$

holds, then by the relation

$$
\int_{a}^{b} f \mathrm{~d} g=\int_{a}^{b} f \mathrm{~d} g
$$

the Perron-Stieltjes integral $\int_{a}^{b} f \mathrm{~d} g$ of the function $f$ with respect to $g$ from $a$ to $b$ is defined. In this case $f$ is called integrable with respect to $g$ on $[a, b]$. If $a=b$, then we set $\int_{a}^{b} f \mathrm{~d} g=0$ and if $b<a$, then we put $\int_{a}^{b} f \mathrm{~d} g=-\int_{b}^{a} f \mathrm{~d} g$.

Now we give a different definition of the Stieltjes integral which is also included in the paper Kurzweil [1] and is equivalent to Definition 4.4. This is a definition of the integral using integral sums which is close to the Riemann-Stieltjes definition.

For the given bounded interval $[a, b] \subset R$ we consider sequences of numbers $A=\left\{\alpha_{0}, \tau_{1}, \alpha_{1}, \ldots, \tau_{k}, \alpha_{k}\right\}$ such that

$$
\begin{gather*}
a=\alpha_{0}<\alpha_{1}<\ldots<\alpha_{k}=b  \tag{4,1}\\
\alpha_{j-1} \leq \tau_{j} \leq \alpha_{j}, \quad j=1,2, \ldots, k \tag{4,2}
\end{gather*}
$$

For a given set $S \in \mathscr{S}[a, b], A$ satisfying $(4,1)$ and $(4,2)$ is called a subdivision of $[a, b]$ subordinate to $S$ if

$$
\begin{equation*}
\left(\tau_{j}, t\right) \in S \quad \text { for } \quad t \in\left[\alpha_{j-1}, \alpha_{j}\right], \quad j=1,2, \ldots, k \tag{4,3}
\end{equation*}
$$

The set of all subdivisions $A$ of the interval $[a, b]$ subordinate to $S$ is denoted by $A(S)$.

In Kurzweil [1], Lemma 1.1 .1 it is proved that for every $S \in \mathscr{S}[a, b]$ we have

$$
\begin{equation*}
A(S) \neq \emptyset . \tag{4,4}
\end{equation*}
$$

If now the real functions $f:[a, b] \rightarrow R, g:[a, b] \rightarrow R$ are given and $A=\left\{\alpha_{0}, \tau_{1}, \alpha_{1}, \ldots, \tau_{k}, \alpha_{k}\right\}$ is a subdivision of $[a, b]$ which satisfies $(4,1)$ and $(4,2)$, we put

$$
\begin{equation*}
B_{f, g}(A)=\sum_{j=1}^{k} f\left(\tau_{j}\right)\left(g\left(\alpha_{j}\right)-g\left(\alpha_{j-1}\right)\right) \tag{4,5}
\end{equation*}
$$

If no misunderstanding may occur, we write simply $B(A)$ instead of $B_{f, g}(A)$.
4.5. Definition. Let $f:[a, b] \rightarrow R$ and $g:[a, b] \rightarrow R$. If there is a real number $J$ such that to every $\varepsilon>0$ there exists a set $S \in \mathscr{S}[a, b]$ such that

$$
\left|B_{f, g}(A)-J\right|<\varepsilon \quad \text { for any } \quad A \in A(S),
$$

we define this number to be the integral

$$
\int_{a}^{b} f \mathrm{~d} g
$$

of the function $f$ with respect to $g$ from a to $b$.
The completeness of the space $R$ of all real numbers implies that the integral $\int_{a}^{b} f \mathrm{~d} g$ exists if and only if for any $\varepsilon>0$ there exists a set $S \in \mathscr{S}[a, b]$ such that

$$
\left|B_{f, g}\left(A_{1}\right)-B_{f, g}\left(A_{2}\right)\right|<\varepsilon \quad \text { for all } \quad A_{1}, A_{2} \in A(S) .
$$

In Kurzweil [1] (Theorem 1.2.1), the following statement is proved.
4.6. Theorem. The integral $\int_{a}^{b} f \mathrm{~d} g$ exists in the sense of Definition 4.4 if and only if $\int_{a}^{b} f \mathrm{~d} g$ exists in the sense of Definition 4.5. If these integrals exist, then their values are equal.
4.7. Remark. In Schwabik [3] it is shown that the integral introduced in 4.4 and 4.5 is equivalent to the usual Perron-Stieltjes integral defined e.g. in Saks [1]. Consequently the Riemann-Stieltjes, Lebesgue and Perron integrals are special cases of our integral. In particular, if one of the functions $f, g$ is continuous and the other one is of bounded variation on $[a, b]$, then the integral $\int_{a}^{b} f \mathrm{~d} g$ exists and is equal to the ordinary Riemann-Stieltjes integral of $f$ with respect to $g$ from $a$ to $b$.

The $\sigma$-Young integral described in Hildebrandt [1] (II.19.3) is not included in the Perron-Stieltjes integral (see Example 2,1 in Schwabik [3]). However, if $f:[a, b] \rightarrow R$ is bounded and $g \in B V[a, b]$, then the existence of the $\sigma$-Young integral $Y \int_{a}^{b} f \mathrm{~d} g$ implies the existence of the Perron-Stieltjes integral $\int_{a}^{b} f \mathrm{~d} g$ and both integrals are then equal to one another (Schwabik [3], Theorem 3,2).

Now we give a survey of some fundamental properties of the Perron-Stieltjes integral. The proofs of Theorems 4.8 and 4.9 follow directly from Definition 4.5.
4.8. Theorem. If $f:[a, b] \rightarrow R, g:[a, b] \rightarrow R, \lambda \in R$ and the integral $\int_{a}^{b} f \mathrm{~d} g$ exists, then the integrals $\int_{a}^{b} \lambda f \mathrm{~d} g$ and $\int_{a}^{b} f \mathrm{~d}[\lambda g]$ exist and

$$
\int_{a}^{b} \lambda f \mathrm{~d} g=\lambda \int_{a}^{b} f \mathrm{~d} g, \quad \int_{a}^{b} f \mathrm{~d}[\lambda g]=\lambda \int_{a}^{b} f \mathrm{~d} g
$$

4.9. Theorem. If $f_{1}, f_{2}:[a, b] \rightarrow R, g:[a, b] \rightarrow R$ and the integrals $\int_{a}^{b} f_{1} \mathrm{~d} g$ and
$\int_{a}^{b} f_{2} \mathrm{~d} g$ exist, then the integral $\int_{a}^{b}\left(f_{1}+f_{2}\right) \mathrm{d} g$ exists and

$$
\int_{a}^{b}\left(f_{1}+f_{2}\right) \mathrm{d} g=\int_{a}^{b} f_{1} \mathrm{~d} g+\int_{a}^{b} f_{2} \mathrm{~d} g .
$$

If $f:[a, b] \rightarrow R, g_{1}, g_{2}:[a, b] \rightarrow R$ and the integrals $\int_{a}^{b} f \mathrm{~d} g_{1}$ and $\int_{a}^{b} f \mathrm{~d} g_{2}$ exist, then the integral $\int_{a}^{b} f \mathrm{~d}\left[g_{1}+g_{2}\right]$ exists and

$$
\int_{a}^{b} f \mathrm{~d}\left[g_{1}+g_{2}\right]=\int_{a}^{b} f \mathrm{~d} g_{1}+\int_{a}^{b} f \mathrm{~d} g_{2} .
$$

4.10. Theorem. If $f:[a, b] \rightarrow R, g:[a, b] \rightarrow R$ and $\int_{a}^{b} f \mathrm{~d} g$ exists, then for any $c, d \in R, a \leq c<d \leq b$ the integral $\int_{c}^{d} f \mathrm{~d} g$ exists.
4.11. Theorem. If $f:[a, b] \rightarrow R, g:[a, b] \rightarrow R, c \in[a, b]$ and the integrals $\int_{a}^{c} f \mathrm{~d} g, \int_{c}^{b} f \mathrm{~d} g$ exist, then also the integral $\int_{a}^{b} f \mathrm{~d} g$ exists and the equality
holds.

$$
\int_{a}^{b} f \mathrm{~d} g=\int_{a}^{c} f \mathrm{~d} g+\int_{c}^{b} f \mathrm{~d} g
$$

The statement 4.10 can be proved easily if 4.6 is taken into account. The proof of 4.11 is given in Kurzweil [1] (Theorem 1.3.4).
4.12. Theorem. Let $f:[a, b] \rightarrow R, g:[a, b] \rightarrow R$ be given and let the integral $\int_{a}^{b} f \mathrm{~d} g$ exist. If $c \in[a, b]$, then

$$
\lim _{\substack{t \rightarrow c \\ t \in[a, b]}}\left[\int_{a}^{t} f \mathrm{~d} g-f(c)(g(t)-g(c))\right]=\int_{a}^{c} f \mathrm{~d} g .
$$

(See Kurzweil [1], Theorem 1.3.5.)
4.13. Corollary. If the assumptions of 4.12 are satisfied, then

$$
\lim _{\substack{c \rightarrow c \\ t \in[a, b]}} \int_{a}^{t} f \mathrm{~d} g=\int_{a}^{c} f \mathrm{~d} g
$$

if and only if $\lim _{\substack{t \rightarrow c \\ t \in[a, b]}} g(t)=g(c)$ or $f(c)=0$.
If $g:[a, b] \rightarrow R$ possesses the onesided limits $g(c+), g(c-)$ at $c \in[a, b]$ (e.g. if $g \in B V[a, b])$, then
$(4,6) \quad \lim _{\substack{t \rightarrow c+\\ t \in[a, b]}} \int_{a}^{t} f \mathrm{~d} g=\int_{a}^{c} f \mathrm{~d} g+f(c)(g(c+)-g(c))=\int_{a}^{c} f \mathrm{~d} g+f(c) \Delta^{+} g(c)$
and

$$
\begin{gather*}
\lim _{\substack{t \rightarrow c-c \\
t \in[a, b]}} \int_{a}^{t} f \mathrm{~d} g=\int_{a}^{c} f \mathrm{~d} g-f(c)(g(\mathrm{c})-g(c-))=\int_{a}^{c} f \mathrm{~d} g-f(c) \Delta^{-} g(c)  \tag{4,7}\\
\text { for } \quad c \in(a, b]
\end{gather*}
$$

where we have used the notation $\Delta^{+} g(c)=g(c+)-g(c), \Delta^{-} g(c)=g(c)-g(c-)$.
4.14. Lemma. If $f_{i}:[a, b] \rightarrow R, \quad i=1,2, g \in B V[a, b]$ and $A=\left\{\alpha_{0}, \tau_{1}, \ldots, \tau_{k}, \alpha_{k}\right\}$ is an arbitrary subdivision of $[a, b]$ satisfying $(4,1)$ and $(4,2)$, then

$$
\begin{equation*}
\left|B_{f_{1}, g}(A)-B_{f_{2}, g}(A)\right| \leq \sup _{t \in[a, b]}\left|f_{1}(t)-f_{2}(t)\right| \operatorname{var}_{a}^{b} g . \tag{4,8}
\end{equation*}
$$

Proof. Evidently
and $(4,8)$ holds.

$$
\begin{aligned}
& \left|B_{f_{1}, g}(A)-B_{f_{2, g}}(A)\right|=\left|\sum_{j=1}^{k}\left(f_{1}\left(\tau_{j}\right)-f_{2}\left(\tau_{j}\right)\right)\left(g\left(\alpha_{j}\right)-g\left(\alpha_{j-1}\right)\right)\right| \\
\leq & \sum_{j=1}^{k}\left|f_{1}\left(\tau_{j}\right)-f_{2}\left(\tau_{j}\right)\right|\left|g\left(\alpha_{j}\right)-g\left(\alpha_{j-1}\right)\right| \\
\leq & \sup _{t \in[a, b]}\left|f_{1}(t)-f_{2}(t)\right| \sum_{j=1}^{k}\left|g\left(\alpha_{j}\right)-g\left(\alpha_{j-1}\right)\right|
\end{aligned}
$$

In the same trivial way the following lemma can be proved.
4.15. Lemma. Let $f:[a, b] \rightarrow R,|f(t)| \leq M$ for all $t \in[a, b], g_{i} \in B V[a, b], i=1,2$. Then for any subdivision $A=\left\{\alpha_{0}, \tau_{1}, \ldots, \tau_{k}, \alpha_{k}\right\}$ of the interval $[a, b]$ satisfying $(4,1)$ and $(4,2)$ we have

$$
\begin{equation*}
\left|B_{f, g_{1}}(A)-B_{f, g_{2}}(A)\right| \leq M \operatorname{var}_{a}^{b}\left(g_{1}-g_{2}\right) . \tag{4,9}
\end{equation*}
$$

4.16. Lemma. If $f:[a, b] \rightarrow R, g \in B V[a, b]$ and the integral $\int_{a}^{b} f \mathrm{~d} g$ exists, then the inequality
holds.

$$
\left|\int_{a}^{b} f \mathrm{~d} g\right| \leq \sup _{t \in[a, b]}|f(t)| \operatorname{var}_{a}^{b} g
$$

Proof. Since the integral $\int_{a}^{b} f \mathrm{~d} g$ exists, for every $\varepsilon>0$ there exists $S \in \mathscr{S}[a, b]$ such that for any $A \in A(S)$ we have

$$
\left|B_{f, g}(A)-\int_{a}^{b} f \mathrm{~d} g\right|<\varepsilon .
$$

Let us set $f_{1}(t)=f(t), f_{2}(t)=0$ for $t \in[a, b]$. Then by 4.14 we have for any $A \in A(S)$

$$
\begin{aligned}
\left|\int_{a}^{b} f \mathrm{~d} g\right| \leq \mid B_{f, g}(A)- & \int_{a}^{b} f \mathrm{~d} g\left|+\left|B_{f, g}(A)\right|<\varepsilon+\left|B_{f_{1}, g}(A)-B_{f_{2}, g}(A)\right|\right. \\
& \leq \varepsilon+\sup _{t \in[a, b]}|f(t)| \operatorname{var}_{a}^{b} g
\end{aligned}
$$

Hence the inequality is proved because $\varepsilon>0$ is arbitrary.
4.17. Theorem. If $f_{n}:[a, b] \rightarrow R, \quad n=1,2, \ldots, \quad \lim _{n \rightarrow \infty} f_{n}=f$ uniformly on $[a, b]$, $g \in B V[a, b]$ and $\int_{a}^{b} f_{n} \mathrm{~d} g$ exists for all $n=1,2, \ldots,{ }^{n \rightarrow \infty}$ then the limit $\lim _{n \rightarrow \infty} \int_{a}^{b} f_{n} \mathrm{~d} g$ as well as the integral $\int_{a}^{b} f \mathrm{~d} g$ exist and the equality

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{a}^{b} f_{n} \mathrm{~d} g=\int_{a}^{b} f \mathrm{~d} g \tag{4,10}
\end{equation*}
$$

holds.
The proof of the existence of the limit $\lim _{n \rightarrow \infty} \int_{a}^{b} f_{n} \mathrm{~d} g$ and of the integral $\int_{a}^{b} f \mathrm{~d} g$ follows from 4.14. The equality of these quantities is an immediate consequence of 4.16.
4.18. Theorem. Let $g_{n}, g \in B V[a, b], n=1,2, \ldots$ and $\lim _{n \rightarrow \infty} \operatorname{var}_{a}^{b}\left(g_{n}-g\right)=0$. Assume that $f:[a, b] \rightarrow R$ is bounded and $\int_{a}^{b} f \mathrm{~d} g_{n}$ exists for all $n=1,2, \ldots$ Then the limit $\lim _{n \rightarrow \infty} \int_{a}^{b} f \mathrm{~d} g_{n}$ as well as the integral $\int_{a}^{b} f \mathrm{~d} g$ exist and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{a}^{b} f \mathrm{~d} g_{n}=\int_{a}^{b} f \mathrm{~d} g \tag{4,11}
\end{equation*}
$$

(The proof follows from 4.15; cf. Schwabik [3], Proposition 2,3.)
If $f, g \in B V[a, b]$, then by Hildebrandt [1] (II.19.3.11) the $\sigma$-Young integral $Y \int_{a}^{b} f \mathrm{~d} g$ exists. Taking into account the relationship of the $\sigma$-Young and the Perron-Stieltjes integrals (cf. 4.7) we obtain immediately the following.
4.19. Theorem. If $f, g \in B V[a, b]$, then the integral $\int_{a}^{b} f \mathrm{~d} g$ exists.
4.20. Remark. For a given $\alpha \in[a, b]$ and for $t \in[a, b]$ we define

$$
\begin{equation*}
\psi_{\alpha}^{+}(t)=0 \quad \text { if } \quad t \leq \alpha, \quad \psi_{\alpha}^{+}(t)=1 \quad \text { if } \quad \alpha<t \tag{4,12}
\end{equation*}
$$

and

$$
\begin{equation*}
\psi_{\alpha}^{-}(t)=0 \quad \text { if } \quad t<\alpha, \quad \psi_{\alpha}^{-}(t)=1 \quad \text { if } \quad \alpha \leq t \tag{4,13}
\end{equation*}
$$

The functions $\psi_{\alpha}^{+}, \psi_{\alpha}^{-}$are called simple jump functions.
A real function $f:[a, b] \rightarrow R$ is said to be a finite-step function on the interval [ $a, b$ ] if there is a finite sequence $a=d_{0}<d_{1}<\ldots<d_{k}=b$ of points in [a,b] such that in every open interval $\left(d_{i-1}, d_{i}\right) \quad(i=1,2, \ldots, k)$ the function $f$ equals identically a constant $c_{i} \in R$. Let us put for $t \in[a, b]$ and $i=1,2, \ldots, k$

$$
g_{i}(t)=c_{i}\left(\psi_{d_{i-1}}^{+}(t)-\psi_{d_{i}}^{-}(t)\right)+f\left(d_{i-1}\right)\left(\psi_{d_{i-1}}^{-}(t)-\psi_{d_{i-1}}^{+}(t)\right) .
$$

It is easy to see that $g_{i}(t)=f(t)$ if $t \in\left[d_{i-1}, d_{i}\right)$ and $g_{i}(t)=0$ if $t \in[a, b] \backslash\left[d_{i-1}, d_{i}\right)$.

Hence, for any $t \in[a, b]$ we have

$$
\begin{gathered}
f(t)=\sum_{i=1}^{k} g_{i}(t)+f(b) \psi_{b}^{-}(t) \\
=\sum_{i=1}^{k} c_{i}\left(\psi_{d_{i-1}}^{+}(t)-\psi_{d_{i}}^{-}(t)\right)+f\left(d_{i-1}\right)\left(\psi_{d_{i-1}}^{-}(t)-\psi_{d_{i-1}}^{+}(t)\right)+f(b) \psi_{b}^{-}(t),
\end{gathered}
$$

i.e. any finite-step function can be expressed in the form of a finite linear combination of functions of the type $\psi_{\alpha}^{+}$and $\psi_{\alpha}^{-}$.
Since any function $f:[a, b] \rightarrow R$ which possesses the onesided limits $f(c+)$ for any $c \in[a, b)$ and $f(c-)$ for any $c \in(a, b]$ can be approximated uniformly on $[a, b]$ by a sequence of finite-step functions (see e.g. assertion 7.3.2.1 (3) in Aumann [1]), it follows from 4.17 that to prove 4.19 it is sufficient to show that the integrals $\int_{a}^{b} \psi_{\alpha}^{+} \mathrm{d} g$ and $\int_{a}^{b} \psi_{\alpha}^{-} \mathrm{d} g$ exist for any $g \in B V[a, b]$ and any $\alpha \in[a, b]$.
4.21. Lemma. Let $\alpha \in[a, b]$ and let $\psi_{\alpha}^{+}:[a, b] \rightarrow R$ and $\psi_{\alpha}^{-}:[a, b] \rightarrow R$ be the simple jump functions defined by $(4,12)$ and $(4,13)$ in 4.20 .
(a) The integrals $\int_{a}^{b} g \mathrm{~d} \psi_{\alpha}^{+}$and $\int_{a}^{b} g \mathrm{~d} \psi_{\alpha}^{-}$exist for an arbitrary function $g:[a, b] \rightarrow R$ and

$$
\begin{align*}
& \int_{a}^{b} g \mathrm{~d} \psi_{\alpha}^{+}= \begin{cases}g(\alpha) & \text { if } \alpha<b, \\
0 & \text { if } \alpha=b,\end{cases}  \tag{4,14}\\
& \int_{a}^{b} g \mathrm{~d} \psi_{\alpha}^{-}= \begin{cases}g(\alpha) & \text { if } \alpha>a, \\
0 & \text { if } \alpha=a .\end{cases} \tag{4,15}
\end{align*}
$$

(b) If $f \in B V[a, b]$ then the integrals $\int_{a}^{b} \psi_{\alpha}^{+} \mathrm{d} f, \int_{a}^{b} \psi_{\alpha}^{-} \mathrm{d} f$ exist and

$$
\begin{align*}
& \int_{a}^{b} \psi_{\alpha}^{+} \mathrm{d} f= \begin{cases}f(b)-f(\alpha+) & \text { if } \alpha<b, \\
0 & \text { if } \alpha=b,\end{cases}  \tag{4,16}\\
& \int_{a}^{b} \psi_{\alpha}^{-} \mathrm{d} f= \begin{cases}f(b)-f(\alpha-) & \text { if } a<\alpha, \\
0 & \text { if } a=\alpha .\end{cases} \tag{4,17}
\end{align*}
$$

Proof. (a) If $\alpha=b$ then by definition $\psi_{a}^{+}(t)=0$ for every $t \in[a, b]$ and for any subdivision $A$ : $a=\alpha_{0} \leq \tau_{1} \leq \alpha_{1} \leq \ldots \leq \tau_{k} \leq \alpha_{k}=b$ we have $B_{g, \psi_{\alpha}}(A)=0$. Hence $\int_{a}^{b} g \mathrm{~d} \psi_{\alpha}^{+}=0$. If $\alpha<b$ let us define $\delta(t)=\frac{1}{4}|t-\alpha|$ for $t \in[a, b], t \neq \alpha, \delta(\alpha)=1$. Evidently $\delta:[a, b] \rightarrow(0,+\infty)$. We define

$$
S=\left\{(\tau, t) \in R_{2} ; \quad \tau \in[a, b], t \in[\tau-\delta(\tau), \tau+\delta(\tau)]\right\}
$$

by definition we have $S \in \mathscr{S}[a, b]$. For every subdivision $A \in A(S)$ we have $\left[\alpha_{j-1}, \alpha_{j}\right] \subset\left[\tau_{j}-\delta\left(\tau_{j}\right), \tau_{j}+\delta\left(\tau_{j}\right)\right]$, i.e.

$$
0<\alpha_{j}-\alpha_{j-1} \leq 2 \delta\left(\tau_{j}\right)
$$

for any $j=1,2, \ldots, k$ (see (4,1), (4,2)). Moreover, there exists an index $i, 1 \leq i \leq k$,
such that $\alpha \in\left[\alpha_{i-1}, \alpha_{i}\right)$. If $\tau_{i} \neq \alpha$ then we obtain a contradictory inequality

$$
0<\alpha_{i}-\alpha_{i-1} \leq 2 \delta\left(\tau_{j}\right)=\frac{1}{2}\left|\tau_{i}-\alpha\right| \leq \frac{1}{2}\left(\alpha_{i}-\alpha_{i-1}\right) .
$$

Hence $\tau_{i}=\alpha$. For every subdivision $A \in A(S)$ we have

$$
B_{g, \psi_{\alpha}^{+}}(A)=\sum_{j=1}^{k} g\left(\tau_{j}\right)\left[\psi_{\alpha}^{+}\left(\alpha_{j}\right)-\psi_{\alpha}^{+}\left(\alpha_{j-1}\right)\right]=g\left(\tau_{i}\right)\left[\psi_{\alpha}^{+}\left(\alpha_{i}\right)-\psi_{\alpha}^{+}\left(\alpha_{i-1}\right)\right]=g\left(\tau_{i}\right)=g(\alpha) .
$$

Hence the integral $\int_{a}^{b} g \mathrm{~d} \psi_{\alpha}^{+}$exists and equals $g(\alpha)$ by Definition 4.5. The result for the integral $\int_{a}^{b} g \mathrm{~d} \psi_{\alpha}^{-}$can be proved similarly.
(b) The existence of the integrals $\int_{a}^{b} \psi_{\alpha}^{+} \mathrm{d} f, \int_{a}^{b} \psi_{\alpha}^{-} \mathrm{d} f$ follows imeediately from 4.19. It is not difficult to compute their values using 4.11 and 4.13. See also Schwabik [2], Proposition 2.1.
4.22. Lemma. For $\alpha \in[a, b]$ define $\psi_{a}(t)=0$ if $t \in[a, b], t \neq \alpha, \psi_{\alpha}(\alpha)=1$. Then for any $g \in B V[a, b]$ the integrals $\int_{a}^{b} \psi_{\alpha} \mathrm{d} g, \int_{a}^{b} g \mathrm{~d} \psi_{\alpha}$ exist and

$$
\begin{equation*}
\int_{a}^{b} \psi_{\alpha} \mathrm{d} g=g(\alpha+)-g(\alpha-)=\Delta g(\alpha) \tag{4,18}
\end{equation*}
$$

(recall that $g(a-)=g(a)$ and $g(b+)=g(b))$,

$$
\begin{array}{cc}
\int_{a}^{b} g \mathrm{~d} \psi_{a}=0 & \text { if } \alpha \in(a, b),  \tag{4,19}\\
\int_{a}^{b} g \mathrm{~d} \psi_{a}=-g(a), \quad \int_{a}^{b} g \mathrm{~d} \psi_{b}=g(b) .
\end{array}
$$

Proof. It is easy to see that $\psi_{\alpha}(t)=\psi_{\alpha}^{-}(t)-\psi_{\alpha}^{+}(t)$ where $\psi_{\alpha}^{+}, \psi_{\alpha}^{-}$are given by $(4,12)$ $(4,13)$ respectively. The existence of the integrals is clear by 4.19 , the relations $(4,18)$, $(4,19)$ follow immediately from 4.21 .
4.23. Lemma. Let $g_{B} \in B V[a, b]$ be a break function, $f \in B V[a, b]$. Then the integral $\int_{a}^{b} f \mathrm{~d} g_{B}$ exists and

$$
\int_{a}^{b} f \mathrm{~d} g_{B}=f(a) \Delta^{+} g_{B}(a)+\sum_{a<\tau<b} f(\tau) \Delta g_{B}(\tau)+f(b) \Delta^{-} g_{B}(b)
$$

where $\Delta^{+} g_{B}(t)=g_{B}(t+)-g_{B}(t), \Delta^{-} g_{B}(t)=g_{B}(t)-g_{B}(t-), \Delta g_{B}(t)=g_{B}(t+)-g_{B}(t-)$.
Proof. Since $g_{B}$ is a break function, there exists an at most countable set $\left(t_{1}, t_{2}, \ldots\right)$ of points in $[a, b]$ and two sequences $c_{i}^{+}, c_{i}^{-}, i=1,2, \ldots$ such that

$$
g_{B}(t)=\sum_{a \leq t_{i}<t} c_{i}^{+}+\sum_{a<t_{i} \leq t} c_{i}^{-}
$$

where $\operatorname{var}_{a}^{b} g_{B}=\sum_{a<t_{i} \leq b}\left|c_{i}^{-}\right|+\sum_{a \leq t_{i}<b}\left|c_{i}^{+}\right|<+\infty$. By definition it is $c_{i}^{+}=\Delta^{+} g_{B}\left(t_{i}\right)$,
$c_{i}^{-}=\Delta^{-} g_{B}\left(t_{i}\right)$. Using the functions $\psi_{\alpha}^{+}, \psi_{\alpha}^{-}$defined by $(4,12),(4,13)$ we can write

$$
\begin{gathered}
g_{B}(t)=\sum_{i=1}^{\infty}\left[c_{i}^{+} \psi_{t_{i}}^{+}(t)+c_{i}^{-} \psi_{t_{i}}^{-}(t)\right] \\
=\sum_{i=1}^{\infty}\left[\Delta^{+} g_{B}\left(t_{i}\right) \psi_{t_{i}}^{+}(t)+\Delta^{-} g_{B}\left(t_{i}\right) \psi_{t_{i}}^{-}(t)\right] .
\end{gathered}
$$

Let us define

$$
g_{B}^{N}(t)=\sum_{i=1}^{N}\left[\Delta^{+} g_{B}\left(t_{i}\right) \psi_{t_{i}}^{+}(t)+\Delta^{-} g_{B}\left(t_{i}\right) \psi_{t_{i}}^{-}(t)\right],
$$

we have

$$
\begin{aligned}
\operatorname{var}_{a}^{b}\left(g_{B}-g_{B}^{N}\right)= & \operatorname{var}_{a}^{b}\left(\sum_{i=N+1}^{\infty}\left[\Delta^{+} g_{B}\left(t_{i}\right) \psi_{t_{i}}^{+}(t)+\Delta^{-} g_{B}\left(t_{i}\right) \psi_{t_{i}}^{-}(t)\right]\right)= \\
& =\sum_{i=N+1}^{\infty}\left[\left|\Delta^{+} g_{B}\left(t_{i}\right)\right|+\left|\Delta^{-} g_{B}\left(t_{i}\right)\right|\right]
\end{aligned}
$$

This yields

$$
\lim _{N \rightarrow \infty} \operatorname{var}_{a}^{b}\left(g_{B}-g_{B}^{N}\right)=0
$$

since the series $\sum_{i=1}^{\infty}\left[\left|\Delta^{+} g_{B}\left(t_{i}\right)\right|+\left|\Delta^{-} g_{B}\left(t_{i}\right)\right|\right]=\operatorname{var}_{a}^{b} g_{B}$ converges by the asumption.
Evaluating $\int_{a}^{b} f \mathrm{~d} g_{B}^{N}$ we obtain by the results of 4.21

$$
\begin{aligned}
\int_{a}^{b} f \mathrm{~d} g_{B}^{N}= & \sum_{i=1}^{N}\left[\Delta^{+} g_{B}\left(t_{i}\right) \int_{a}^{b} f \mathrm{~d} \psi_{t_{i}}^{+}+\Delta^{-} g_{B}\left(t_{i}\right) \int_{a}^{b} f \mathrm{~d} \psi_{t_{i}}^{-}\right]= \\
& =\sum_{i=1}^{N}\left[\Delta^{+} g_{B}\left(t_{i}\right) f\left(t_{i}\right)+\Delta^{-} g_{B}\left(t_{i}\right) f\left(t_{i}\right)\right] .
\end{aligned}
$$

Recall that we assume $g(a-)=g(a), g(b)=g(b+)$. By 4.18 we have

$$
\int_{a}^{b} f \mathrm{~d} g_{B}=\lim _{N \rightarrow \infty} \int_{a}^{b} f \mathrm{~d} g_{B}^{N}=\sum_{i=1}^{\infty}\left(\Delta^{+} g_{B}\left(t_{i}\right)+\Delta^{-} g_{B}\left(t_{i}\right)\right) f\left(t_{i}\right)
$$

and the proof is complete.
In Hildebrandt [1] (II. 19.3.14) the following result is proved for the Young integrals.

Osgood Convergence Theorem. If $f_{n}:[a, b] \rightarrow R, n=1,2, \ldots$ are uniformly bounded on $[a, b]$, i.e. $\left|f_{n}(t)\right| \leq M$ for all $t \in[a, b]$ and $n=1,2, \ldots, g \in B V[a, b], \lim _{n \rightarrow \infty} f_{n}(t)$ $=f(t)$ for all $t \in[a, b]$, and if $Y \int_{a}^{b} f_{n} \mathrm{~d} g$ and $Y \int_{a}^{b} f \mathrm{~d} g$ exist, then $\lim _{n \rightarrow \infty} Y \int_{a}^{b} f_{n} \mathrm{~d} g$ $=Y \int_{a}^{b} f \mathrm{~d} g$.
In virtue of the relations between the Young integral and the Perron-Stieltjes integral mentioned in 4.7 the following statement can be deduced.
4.24. Theorem. If $f, g, f_{n} \in B V[a, b],\left|f_{n}(t)\right| \leq M$ for all $t \in[a, b], n=1,2, \ldots$ and $\lim _{n \rightarrow \infty} f_{n}(t)=f(t)$ for all $t \in[a, b]$, then the integrals $\int_{a}^{b} f_{n} \mathrm{~d} g, \int_{a}^{b} f \mathrm{~d} g$ exist and $\lim _{n \rightarrow \infty} \int_{a}^{b} f_{n} \mathrm{~d} g=\int_{a}^{b} f \mathrm{~d} g$.

This statement follows from the above quoted Osgood Convergence Theorem in the following way: Since all functions in question belong to $B V[a, b]$, the integrals $\int_{a}^{b} f_{n} \mathrm{~d} g, \quad \int_{a}^{b} f \mathrm{~d} g, \quad Y \int_{a}^{b} f_{n} \mathrm{~d} g$ and $Y \int_{a}^{b} f \mathrm{~d} g$ exist and $\int_{a}^{b} f_{n} \mathrm{~d} g=Y \int_{a}^{b} f_{n} \mathrm{~d} g, \int_{a}^{b} f \mathrm{~d} g$ $=Y \int_{a}^{b} f \mathrm{~d} g$ (see 4.7). Hence all the assumptions of the Osgood theorem are satisfied and our statement holds.
4.25. Theorem (Substitution Theorem). If $h \in B V[a, b], g:[a, b] \rightarrow R$ and $f:[a, b] \rightarrow R$, the integral $\int_{a}^{b} g \mathrm{~d} h$ exists and $f$ is bounded on $[a, b]$, then the integral $\int_{a}^{b} f(t) \mathrm{d}\left(\int_{a}^{t} g(\tau) \mathrm{d} h(\tau)\right)$ exists if and only if the integral $\int_{a}^{b} f(t) g(t) \mathrm{d} h(t)$ exists and in this case the two integrals are equal.

Proof. Let us show that the following statement holds. If $\int_{a}^{b} g \mathrm{~d} h$ exists then for every $\eta>0$ there is an $S_{1} \in \mathscr{S}[a, b]$ such that for every $A \in A\left(S_{1}\right), A: a=\alpha_{0}$ $\leq \tau_{1} \leq \ldots \leq \tau_{k} \leq \alpha_{k}=b$ we have

$$
\begin{equation*}
\sum_{j=1}^{k}\left|g\left(\tau_{j}\right)\left[h\left(\alpha_{j}\right)-h\left(\alpha_{j-1}\right)\right]-\int_{\alpha_{j-1}}^{\alpha_{j}} g \mathrm{~d} h\right|<\eta . \tag{4,20}
\end{equation*}
$$

Let $\eta>0$ be given. By definition there exists $S_{1} \in \mathscr{S}[a, b]$ such that if $A \in A\left(S_{1}\right)$ then

$$
\left|B_{g, h}(A)-\int_{a}^{b} g \mathrm{~d} h\right|=\left|\sum_{j=1}^{k}\left\{g\left(\tau_{j}\right)\left[h\left(\alpha_{j}\right)-h\left(\alpha_{j-1}\right)\right]-\int_{\alpha_{j-1}}^{\alpha_{j}} g \mathrm{~d} h\right\}\right|<\frac{\eta}{8}
$$

and if also $A^{\prime} \in A\left(S_{1}\right)$ then

$$
\left|B_{g, h}(A)-B_{g, h}\left(A^{\prime}\right)\right|<\frac{\eta}{4} .
$$

Let $A: a=\alpha_{0} \leq \tau_{1} \leq \ldots \leq \tau_{k} \leq \alpha_{k}=b, A \in A\left(S_{1}\right)$ be fixed. Assume that $U_{1}$ $=\left\{j_{1}, j_{2}, \ldots, j_{m}\right\}, m \leq l$ is an arbitrary set of integers such that $1 \leq j_{1}<j_{2}<\ldots$ $<j_{m} \leq k$. Since by 4.10 the integrals $\int_{\alpha_{j_{i}-1}}^{\alpha_{j_{i}}} g \mathrm{~d} h, i=1,2, \ldots, m$ exist there is an $S_{2} \in \mathscr{S}[a, b], S_{2} \subset S_{1}$ such that for any subdivision $A_{i}$ of the interval $\left[\alpha_{j_{i}-1}, \alpha_{j_{i}}\right]$ which is subordinate to $S_{1}$ we have

$$
\begin{equation*}
\left|B_{g, h}\left(A_{i}\right)-\int_{\alpha_{j_{i}-1}}^{\alpha_{j_{i}}} g \mathrm{~d} h\right|<\frac{\eta}{4 m} . \tag{4,21}
\end{equation*}
$$

Let us refine the subdivision $A$ in such a way that for $i=1, \ldots, m$ the points $\alpha_{j_{i}-1}$ $\leq \tau_{j_{i}} \leq \alpha_{j_{i}}$ are replaced by the points of $A_{i}$ and the points $\alpha_{j-1} \leq \tau_{j} \leq \alpha_{j}, j \notin U_{1}$
remain unchanged. Let us denote this refinement by $A^{\prime}$; evidently $A^{\prime} \in A\left(S_{1}\right)$.
We have

$$
\begin{aligned}
& \left|\sum_{j \in U_{1}}\left(g\left(\tau_{j}\right)\left[h\left(\alpha_{j}\right)-h\left(\alpha_{j-1}\right)\right]-\int_{\alpha_{j}-1}^{\alpha_{j}} g \mathrm{~d} h\right)\right| \\
& \leq\left|\sum_{i=1}^{m}\left(g\left(\tau_{j_{i}}\right)\left[h\left(\alpha_{j_{i}}\right)-h\left(\alpha_{j_{i}-1}\right)\right]-B_{g, h}\left(A_{i}\right)\right)\right|+\left|\sum_{i=1}^{m}\left(B_{g, h}\left(A_{i}\right)-\int_{\alpha_{j_{i}-1}}^{\alpha_{j_{i}}} g \mathrm{~d} h\right)\right| \\
& =\left|\sum_{j=1}^{k} g\left(\tau_{j}\right)\left[h\left(\alpha_{j}\right)-h\left(\alpha_{j-1}\right)\right]-\sum_{\substack{j=1 \\
j \neq U_{1}}}^{m} g\left(\tau_{j}\right)\left[h\left(\alpha_{j}\right)-h\left(\alpha_{j-1}\right)\right]-\sum_{i=1}^{m} B_{g, h}\left(A_{i}\right)\right| \\
& +\sum_{i=1}^{m}\left|B_{g, h}\left(A_{i}\right)-\int_{\alpha_{j_{i}-1}}^{\alpha_{j_{i}}} g \mathrm{~d} h\right|<\left|B_{g, h}(A)-B_{g, h}\left(A^{\prime}\right)\right|+m \frac{\eta}{4 m}<\frac{\eta}{4}+\frac{\eta}{4}=\frac{\eta}{2}
\end{aligned}
$$

because $A, A^{\prime} \in A\left(S_{1}\right)$ and $(4,21)$ holds.
Since the set $U_{1} \subset\{1, \ldots, k\}$ of indices was arbitrary, we obtain that for a given $\eta>0$ there exists $S_{1} \in \mathscr{S}[a, b]$ such that for any $A \in A\left(S_{1}\right)$ and $U_{1} \subset\{1,2, \ldots, k\}$ the inequality
holds. Let us set

$$
\left|\sum_{j=U_{1}} g\left(\tau_{j}\right)\left[h\left(\alpha_{j}\right)-h\left(\alpha_{j-1}\right)\right]-\int_{\alpha_{j-1}}^{\alpha_{j}} g \mathrm{~d} h\right|<\frac{\eta}{2}
$$

$$
d_{j}=g\left(\tau_{j}\right)\left[h\left(\alpha_{j}\right)-h\left(\alpha_{j-1}\right)\right]-\int_{\alpha_{j-1}}^{\alpha_{j}} g \mathrm{~d} h
$$

and assume that $U_{1}$ is the set of all $j \in\{1, \ldots, k\}$ for which $d_{j} \geq 0, U_{2}=\{1, \ldots, k\} \backslash U_{1}$. Then we have

$$
\sum_{j=1}^{k}\left|d_{j}\right|=\sum_{j \in U_{1}} d_{j}-\sum_{j \in U_{2}} d_{j} \leq\left|\sum_{j \in U_{1}} d_{j}\right|+\left|\sum_{j \in U_{2}} d_{j}\right| \leq \eta
$$

i.e. $(4,20)$ holds.

Now, let us prove the theorem. Assume that $\varepsilon>0$ is given. If the integral $\int_{a}^{b} f g \mathrm{~d} h$ exists then by definition there exists $S_{1} \in \mathscr{S}[a, b]$ such that for all $A \in A\left(S_{1}\right)$

$$
\begin{equation*}
\left|\sum_{j=1}^{k} f\left(\tau_{j}\right) g\left(\tau_{j}\right)\left[h\left(\alpha_{j}\right)-h\left(\alpha_{j-1}\right)\right]-\int_{a}^{b} f g \mathrm{~d} h\right|<\frac{\varepsilon}{2} . \tag{i}
\end{equation*}
$$

Since the integral $\int_{a}^{b} g \mathrm{~d} h$ exists, by the above statement there is $S_{2} \in \mathscr{S}[a, b]$ such that for any $A \in A\left(S_{2}\right)$ we have

$$
\begin{equation*}
\sum_{j=1}^{k}\left|g\left(\tau_{j}\right)\left[h\left(\alpha_{j}\right)-h\left(\alpha_{j-1}\right)\right]-\int_{\alpha_{j-1}}^{\alpha_{j}} g \mathrm{~d} h\right|<\frac{\varepsilon}{2 C} \tag{ii}
\end{equation*}
$$

where $C>0$ is the bound for $f$, i.e. $|f(t)| \leq C$ for all $t \in[a, b]$. If we set $S=S_{1} \cap S_{2}$ then $S \in \mathscr{S}[a, b]$ and for any $A \in A(S)$ the inequalities (i), (ii) are satisfied. Let us
set $k(t)=\int_{a}^{t} g(\tau) \mathrm{d} h(\tau), t \in[a, b]$. Then for $A \in A(S)$ we have by (i) and (ii)

$$
\begin{gathered}
\left|B_{f, k}(A)-\int_{a}^{b} f g \mathrm{~d} h\right|=\left|\sum_{j=1}^{k} f\left(\tau_{j}\right) \int_{\alpha_{j-1}}^{\alpha_{j}} g \mathrm{~d} h-\int_{a}^{b} f g \mathrm{~d} h\right| \\
\leq \mid \sum_{j=1}^{k} f\left(\tau_{j}\right) \int_{\alpha_{j-1}}^{\alpha_{j}} g \mathrm{~d} h-f\left(\tau_{j}\right) g\left(\tau_{j}\right)\left[h\left(\alpha_{j}\right)-h\left(\alpha_{j-1}\right)\right] \\
\quad+\sum_{j=1}^{k} f\left(\tau_{j}\right) g\left(\tau_{j}\right)\left[h\left(\alpha_{j}\right)-h\left(\alpha_{j-1}\right)\right]-\int_{a}^{b} f g \mathrm{~d} h \mid \\
<C \sum_{j=1}^{k}\left|g\left(\tau_{j}\right)\left[h\left(\alpha_{j}\right)-h\left(\alpha_{j-1}\right)\right]-\int_{\alpha_{j-1}}^{\alpha_{j}} g \mathrm{~d} h\right|+\frac{\varepsilon}{2}<\frac{C \varepsilon}{2 C}+\frac{\varepsilon}{2}=\varepsilon .
\end{gathered}
$$

Hence according to Definition 4.5 the integral $\int_{a}^{b} f \mathrm{~d} k=\int_{a}^{b} f(t) \mathrm{d}\left(\int_{a}^{t} g \mathrm{~d} h\right)$ exists and equals $\int_{a}^{b} f g \mathrm{~d} h$. Using the same technique the second implication can be also proved.
4.26. Theorem. Assume that for the functions $g, h \in B V[a, b], f:[a, b] \rightarrow R$, $\varphi:[a, b] \rightarrow R$ the integrals $\int_{a}^{b} f \mathrm{~d} g, \int_{a}^{b} \varphi \mathrm{~d} h$ exist. If to every $\tau \in[a, b]$ there is $a$ $\delta^{*}(\tau)>0$ such that

$$
\begin{equation*}
|t-\tau||f(\tau)(g(t)-g(\tau))| \leq(t-\tau) \varphi(\tau)(h(t)-h(\tau)) \tag{4,22}
\end{equation*}
$$

holds for every $\tau \in[a, b], t \in[a, b] \cap\left[\tau-\delta^{*}(\tau), \tau+\delta^{*}(\tau)\right]$, then

$$
\left|\int_{a}^{b} f \mathrm{~d} g\right| \leq \int_{a}^{b} \varphi \mathrm{~d} h .
$$

This statement is proved in Kurzweil [2].
4.27. Corollary. Assume that $g \in B V[a, b]$. If $f:[a, b] \rightarrow R,|f(t)| \leq M=$ const. for all $t \in[a, b]$ and $\int_{a}^{b} f \mathrm{~d} g$ exists then for every $[c, d] \subset[a, b]$ we have

$$
\left|\int_{c}^{d} f \mathrm{~d} g\right| \leq M \operatorname{var}_{c}^{d} g
$$

and consequently $\operatorname{var}_{a}^{b}\left(\int_{a}^{t} f \mathrm{~d} g\right) \leq M \operatorname{var}_{a}^{b} g<\infty$.
If $f \in B V[a, b]$ then $\int_{a}^{b} f \mathrm{~d} g$ exists and

$$
\left|\int_{a}^{b} f \mathrm{~d} g\right| \leq \int_{a}^{b}|f(t)| \mathrm{d}\left(\operatorname{var}_{a}^{t} g\right) \leq \sup _{t \in[a, b]}|f(t)| \operatorname{var}_{a}^{b} g .
$$

Proof. In the first case we have

$$
\begin{gathered}
|t-\tau||f(\tau)(g(t)-g(\tau))| \leq(t-\tau)|f(\tau)|\left(\operatorname{var}_{a}^{t} g-\operatorname{var}_{a}^{\tau} g\right) \\
\leq(t-\tau) M\left(\operatorname{var}_{a}^{t} g-\operatorname{var}_{a}^{\tau} g\right)
\end{gathered}
$$
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for every $\tau \in[a, b], t \in[a, b]$. Since the integral $\int_{c}^{d} M \mathrm{~d}\left(\operatorname{var}_{a}^{t} g\right)$ exists and equals $M \operatorname{var}_{c}^{d} g$ we obtain the result by 4.26 . The second statement can be derived in a similar way, when 4.19 and the fact that $|f| \in B V[a, b]$ are taken into account.
4.28. Theorem. Let us assume that $g:[a, b] \rightarrow R$ is nondecreasing, $f_{1}, f_{2}:[a, b] \rightarrow R$, $f_{1}(t) \leq f_{2}(t)$ for all $t \in[a, b]$ and $\int_{a}^{b} f_{i} \mathrm{~d} g$ exists for $i=1,2$. Then

$$
\int_{a}^{b} f_{1} \mathrm{~d} g \leq \int_{a}^{b} f_{2} \mathrm{~d} g
$$

This statement follows from 4.26.
4.29. Theorem. If $h:[a, b] \rightarrow R$ is nonnegative, nondecreasing and continuous from the left in $[a, b]$ (i.e. $h(t-)=h(t)$ for every $t \in(a, b])$, then

$$
\begin{equation*}
\int_{a}^{b} h^{k}(t) \mathrm{d} h(t) \leq \frac{1}{k+1}\left[h^{k+1}(b)-h^{k+1}(a)\right] \tag{4,23}
\end{equation*}
$$

for any $k=0,1,2, \ldots$. If $h:[a, b] \rightarrow R$ is assumed to be nonnegative, nonincreasing and continuous from the right (i.e. $(h(t+)=h(t)$ for every $t \in[a, b))$, then

$$
\begin{equation*}
\int_{a}^{b} h^{k}(t) \mathrm{d} h(t) \geq \frac{1}{k+1}\left[h^{k+1}(b)-h^{k+1}(a)\right] \tag{4,24}
\end{equation*}
$$

for any $k=0,1,2, \ldots$
The proof of the first part is given in Kurzweil [2]. The second part can be proved similarly.
4.30. Theorem. Assume that $g:[a, b] \rightarrow R$ is a nonnegative nondecreasing function, $\varphi:[a, b] \rightarrow R$ nonnegative and bounded, i.e. $\varphi(t) \leq C=$ const. for all $t \in[a, b]$.
(a) If $g$ is continuous from the right on $[a, b)$ and if there exist nonnegative constants $K_{1}, K_{2}$ such that

$$
\begin{equation*}
\varphi(\xi) \leq K_{1}+K_{2} \int_{\xi}^{b} \varphi(\tau) \mathrm{d} g(\tau) \tag{4,25}
\end{equation*}
$$

for every $\xi \in[a, b]$, then

$$
\begin{equation*}
\varphi(\tau) \leq K_{1} \mathrm{e}^{K_{2}(g(b)-g(\tau))} \tag{4,26}
\end{equation*}
$$

for any $\tau \in[a, b]$.
(b) If $g$ is continuous from the left on $(a, b]$ and if there exist nonnegative constants $K_{1}, K_{2}$ such that

$$
\begin{equation*}
\varphi(\xi) \leq K_{1}+K_{2} \int_{a}^{\xi} \varphi(\tau) \mathrm{d} g(\tau) \tag{4,27}
\end{equation*}
$$

for every $\xi \in[a, b]$, then

$$
\begin{equation*}
\varphi(\tau) \leq K_{1} \mathrm{e}^{K_{2}(g(\tau)-g(a))} \tag{4,28}
\end{equation*}
$$

for any $\tau \in[a, b]$.
Proof. We prove only (a). The statement (b) can be proved in the same way. Let us define

$$
w(t)=L \mathrm{e}^{K_{2}(g(b)-g(t))}, \quad t \in[a, b]
$$

where $L \geq 0$ is a constant.
For any $\xi \in[a, b]$ we have

$$
\begin{aligned}
L+ & K_{2} \int_{\xi}^{b} w(\tau) \mathrm{d} g(\tau)=L+K_{2} L \int_{\xi}^{b} \mathrm{e}^{K_{2}(g(b)-g(\tau))} \mathrm{d} g(\tau) \\
& =L\left(1+K_{2} \int_{\xi}^{b} \sum_{i=1}^{\infty} \frac{K_{2}}{i!}(g(b)-g(\tau))^{i} \mathrm{~d} g(\tau)\right)
\end{aligned}
$$

Since the series $\sum_{i=0}^{\infty} K_{2}(g(b)-g(\tau))^{i} / i$ ! evidently converges uniformly on $[a, b]$, 4.17 ensures that in the last term the integration and summation are interchangeable. Hence by $(4,24)$ from 4.29 we obtain

$$
\begin{gathered}
L+K_{2} \int_{\xi}^{b} w(\tau) \mathrm{d} g(\tau)=L\left(1+K_{2} \sum_{i=0}^{\infty} \frac{K_{2}^{i}}{i!} \int_{\xi}^{b}(g(b)-g(\tau))^{i} \mathrm{~d} g(\tau)\right)= \\
=L\left(1-K_{2} \sum_{i=0}^{\infty} \frac{K_{2}^{i}}{i!} \int_{\xi}^{b}(g(b)-g(\tau))^{i} \mathrm{~d}(g(b)-g(\tau))\right) \leq \\
\leq L\left(1+\sum_{i=0}^{\infty} \frac{K_{2}^{i}}{i!}(g(b)-g(\xi))^{i}\right)=L \mathrm{e}^{K_{2}(g(b)-g(\xi))} .
\end{gathered}
$$

Let $\varepsilon>0$ be arbitrary. We set

Then

$$
w_{\varepsilon}(t)=\left(K_{1}+\varepsilon\right) \mathrm{e}^{K_{2}(g(b)-g(t))}, \quad t \in[a, b] .
$$

$$
\begin{equation*}
K_{1}+\varepsilon+K_{2} \int_{\xi}^{b} w_{\varepsilon}(\tau) \mathrm{d} g(\tau) \leq w_{\varepsilon}(\xi), \quad \xi \in[a, b] . \tag{4,29}
\end{equation*}
$$

For the difference $m_{\varepsilon}(\xi)=\varphi(\xi)-w_{\varepsilon}(\xi)$ we have by $(4,25),(4,29)$

$$
\begin{equation*}
m_{\varepsilon}(\xi) \leq-\varepsilon+K_{2} \int_{\xi}^{b} m_{\varepsilon}(\tau) \mathrm{d} g(\tau), \quad \xi \in[a, b] \tag{4,30}
\end{equation*}
$$

and, in particular, $m_{\varepsilon}(b) \leq-\varepsilon<0$. Moreover, it is easy to see that $\left|m_{\varepsilon}(\xi)\right| \leq C_{1}$ $=$ const. for $\xi \in[a, b]$. By 4.12 we have

$$
\begin{gathered}
m_{\varepsilon}(\xi) \leq-\varepsilon+K_{2} m_{\varepsilon}(b)[g(b)-g(b-)]+\lim _{\delta \rightarrow 0+} K_{2} \int_{\xi}^{b-\delta} m_{\varepsilon}(\tau) \mathrm{d} g(\tau) \\
\leq-\varepsilon+K_{2} m_{\varepsilon}(b)[g(b)-g(b-)]+C_{2}[g(b-)-g(\xi)], \quad C_{2}=K_{2} C_{1} .
\end{gathered}
$$

Since $g \in B V$, there exists $\eta>0$ such that if $0 \leq b-\xi \leq \eta$ then $C_{2}(g(b-)-g(\xi))$ $<\varepsilon / 2$. Hence for $\xi \in[b-\eta, b]$ we have $m_{\varepsilon}(\xi)<0$. Let us set

$$
\begin{equation*}
T=\inf \left\{t \in[a, b] ; m_{\varepsilon}(\xi)<0 \quad \text { for } \quad \xi \in[t, b]\right\} \tag{4,31}
\end{equation*}
$$

We have shown that $T<b$ and we have evidently $m_{\varepsilon}(t)<0$ for $t \in(T, b]$. Further by $(4,30)$ and 4.12

$$
\begin{gathered}
m_{\varepsilon}(T) \leq-\varepsilon+K_{2} \int_{T}^{b} m_{\varepsilon}(\tau) \mathrm{d} g(\tau) \\
=-\varepsilon+K_{2} m_{\varepsilon}(T)(g(T+)-g(T))+\lim _{\delta \rightarrow 0+} K_{2} \int_{T+\delta}^{b} m_{\varepsilon}(\tau) \mathrm{d} g(\tau) \leq-\varepsilon<0
\end{gathered}
$$

since $g(T+)-g(T)=0$ and $\int_{T+\delta}^{b} m_{\varepsilon}(\tau) \mathrm{d} g(\tau) \leq 0$ for every $\delta>0$.
If $T>a$ then we repeat the above procedure and show in the same way that there exists an $\eta>0$ such that $m_{\varepsilon}(\xi)<0$ for all $\xi \in[T-\eta, T]$. This contradicts $(4,31)$. Hence $T=a$ and $m_{\varepsilon}(\xi)<0$ for all $\xi \in[a, b]$, i.e.

$$
\varphi(\xi)<K_{1} \mathrm{e}^{K_{2}(g(b)-g(\xi))}+\varepsilon \mathrm{e}^{K_{2}(g(b)-g(a))}
$$

for all $\xi \in[a, b]$ and $\varepsilon>0$. This yields $(4,26)$.
4.31. Theorem. Let $h:[a, b] \times[c, d] \rightarrow R$ be such that $|h(s, t)| \leq M<\infty$ and $\operatorname{var}_{a}^{b} h(., t)+\operatorname{var}_{c}^{d} h(s,)<.\infty$ for every $(t, s) \in[a, b] \times[c, d]$. Then for any $f \in B V[a, b]$ and any $g \in B V[c, d]$ both the iterated integrals

$$
\int_{a}^{b} \mathrm{~d} f(s)\left(\int_{c}^{d} h(s, t) \mathrm{d} g(t)\right) \text { and } \int_{c}^{d}\left(\int_{a}^{b} \mathrm{~d} f(s) h(s, t)\right) \mathrm{d} g(t)
$$

exist and are equal.
(See Hildebrandt [2], p. 356 and [1], II.19.)
4.32. Theorem (Dirichlet formula). If $h:[a, b] \times[a, b] \rightarrow R$ is bounded on $[a, b]$ $\times[a, b]$ and $\operatorname{var}_{a}^{b} h(s,)<.\infty$ for every $s \in[a, b], \operatorname{var}_{a}^{b} h(., t)<\infty$ for every $t \in[a, b]$, then for any $f, g \in B V[a, b]$ we have

$$
\begin{align*}
& \int_{a}^{b} \mathrm{~d} g(t)\left(\int_{a}^{t} h(s, t) \mathrm{d} f(s)\right)  \tag{4,32}\\
& =\int_{a}^{b}\left(\int_{s}^{b} \mathrm{~d} g(t) h(s, t)\right) \mathrm{d} f(s)+\sum_{t \in(a, b]} \Delta^{-} g(t) h(t, t) \Delta^{-} f(t)-\sum_{t \in[a, b)} \Delta^{+} g(t) h(t, t) \Delta^{+} f(t)
\end{align*}
$$

where $\Delta^{-} g(t)=g(t)-g(t-), \Delta^{+} g(t)=g(t+)-g(t)$.
Proof. Let us define $k(s, t)=h(s, t)$ for $a \leq s \leq t \leq b$ and $k(s, t)=0$ for $a \leq t$ $<s \leq b$. Then $k:[a, b] \times[a, b] \rightarrow R$ evidently satisfies the assumptions of 4.31 and this theorem gives

$$
\begin{equation*}
\int_{a}^{b} \mathrm{~d} g(t)\left(\int_{a}^{b} k(s, t) \mathrm{d} f(s)\right)=\int_{a}^{b}\left(\int_{a}^{b} \mathrm{~d} g(t) k(s, t)\right) \mathrm{d} f(s) \tag{4,33}
\end{equation*}
$$

Moreover for $t \in[a, b)$ it is

$$
\begin{gathered}
\int_{a}^{b} k(s, t) \mathrm{d} f(s)=\int_{a}^{t} h(s, t) \mathrm{d} f(s)+\int_{t}^{b} k(s, t) \mathrm{d} f(s) \\
=\int_{a}^{t} h(s, t) \mathrm{d} f(s)+h(t, t) \Delta^{+} f(t)
\end{gathered}
$$

since from 4.13 and from the definition of $k(s, t)$ we have by $(4,6)$

$$
\begin{aligned}
\int_{t}^{b} k(s, t) \mathrm{d} f(s) & =\lim _{\tau \rightarrow t^{+}}\left[\int_{\tau}^{b} k(s, t) \mathrm{d} f(s)+k(t, t)(f(t+)-f(t))\right] \\
& =k(t, t) \Delta^{+} f(t)=h(t, t) \Delta^{+} f(t)
\end{aligned}
$$

If $t=b$, then $\int_{a}^{b} k(s, b) \mathrm{d} f(s)=\int_{a}^{b} h(s, b) \mathrm{d} f(s)$. Hence for an arbitrary $t \in[a, b]$ we can write

$$
\begin{equation*}
\int_{a}^{b} k(s, t) \mathrm{d} f(s)=\int_{a}^{t} h(s, t) \mathrm{d} f(s)+h(t, t) \Delta^{+} f(t) \tag{4,34}
\end{equation*}
$$

if we set $\Delta^{+} f(b)=0$.
A similar argument gives

$$
\begin{equation*}
\int_{a}^{b} \mathrm{~d} g(t) k(s, t)=\int_{s}^{b} \mathrm{~d} g(t) h(s, t)+\Delta^{-} g(s) h(s, s) \tag{4,35}
\end{equation*}
$$

for every $s \in[a, b]$ if the convention $\Delta^{-} g(a)=0$ is used. Setting $(4,34)$ and $(4,35)$ into $(4,33)$ we obtain

$$
\begin{gather*}
\int_{a}^{b} \mathrm{~d} g(t)\left(\int_{a}^{t} h(s, t) \mathrm{d} f(s)\right)  \tag{4,36}\\
=\int_{a}^{b} \mathrm{~d} f(s)\left(\int_{s}^{b} h(s, t) \mathrm{d} g(t)\right)+\int_{a}^{b} \Delta^{-} g(s) h(s, s) \mathrm{d} f(s)-\int_{a}^{b} \mathrm{~d} g(t) h(t, t) \Delta^{+} f(t) .
\end{gather*}
$$

Since $g \in B V[a, b]$, there is an at most countable set of points $\alpha_{1}, \alpha_{2}, \ldots$ in $[a, b]$ such that $\Delta^{-} g(s)=0$ for all $s \in[a, b], s \neq \alpha_{i}$ and $\sum_{i=1}^{\infty}\left|\Delta^{-} g\left(\alpha_{i}\right)\right| \leq \operatorname{var}_{a}^{b} g<+\infty$. Let us set $H(s)=\Delta^{-} g(s) h(s, s)$ for any $s \in[a, b]$. Then $H(s)=0$ for all $s \in[a, b]$, $s \neq \alpha_{i}, i=1,2, \ldots$ and

$$
\int_{a}^{b} \Delta^{-} g(s) h(s, s) \mathrm{d} f(s)=\int_{a}^{b} H(s) \mathrm{d} f(s)
$$

Let us define for $N=1,2, \ldots$ and $s \in[a, b]$

$$
H_{N}(s)=\sum_{i=1}^{N} \Delta^{-} g\left(\alpha_{i}\right) h\left(\alpha_{i}, \alpha_{i}\right) \psi_{\alpha_{i}}(s)
$$

where $\psi_{\alpha}(s)=0$ if $s \neq \alpha$ and $\psi_{\alpha}(\alpha)=1$.
Evidently $H_{N}(s)=0$ for all $s \in[a, b], s \neq \alpha_{1}, \alpha_{2}, \ldots, \alpha_{N}$ and $H_{N}\left(\alpha_{i}\right)=H\left(\alpha_{i}\right)$ for $i=1,2, \ldots, N$. For $s \in[a, b], s \notin \alpha_{1}, \alpha_{2}, \ldots, \alpha_{N}$ we have

$$
\begin{aligned}
\left|H_{N}(s)-H(s)\right|=|H(s)| & \leq \sup _{i=N+1, \ldots}\left|H\left(\alpha_{i}\right)\right|<\sum_{i=N+1}^{\infty}\left|\Delta^{-} g\left(\alpha_{i}\right) h\left(\alpha_{i}, \alpha_{i}\right)\right| \\
& \leq M \sum_{i=N+1}^{\infty}\left|\Delta^{-} g\left(\alpha_{i}\right)\right|
\end{aligned}
$$

where $M$ is the bound of $|h(s, t)|$.
Since the series $\sum_{i=1}^{\infty}\left|\Delta^{-} g\left(\alpha_{i}\right)\right|$ is convergent, we obtain that for any $\varepsilon>0$ there is a natural $N$ such that $M \sum_{i=N+1}^{\infty}\left|\Delta^{-} g\left(\alpha_{i}\right)\right|<\varepsilon$ and also

$$
\left|H_{N}(s)-H(s)\right|<\varepsilon
$$

for all $s \in[a, b]$, i.e. $\lim _{N \rightarrow \infty} H_{N}(s)=H(s)$ uniformly in $[a, b]$. Using $(4,18)$ we conclude

$$
\int_{a}^{b} H_{N}(s) \mathrm{d} f(s)=\sum_{i=1}^{N} \Delta^{-} g\left(\alpha_{i}\right) h\left(\alpha_{i}, \alpha_{i}\right) \Delta f\left(\alpha_{i}\right)
$$

and by 4.17 we obtain

$$
\begin{gathered}
\int_{a}^{b} \Delta^{-} g(s) h(s, s) \mathrm{d} f(s)=\int_{a}^{b} H(s) \mathrm{d} f(s)=\lim _{N \rightarrow \infty} \int_{a}^{b} H_{N}(s) \mathrm{d} f(s)= \\
\quad=\sum_{i=1}^{\infty} \Delta^{-} g\left(\alpha_{i}\right) h\left(\alpha_{i}, \alpha_{i}\right) \Delta f\left(\alpha_{i}\right)=\sum_{s \in(a, b]} \Delta^{-} g(s) h(s, s) \Delta f(s)
\end{gathered}
$$

Similarly it can be proved that

$$
\int_{a}^{b} \mathrm{~d} g(t)\left(h(t, t) \Delta^{+} f(t)\right)=\sum_{t \in[a, b)} \Delta g(t) h(t, t) \Delta^{+} f(t)
$$

If we set these expressions into $(4,36)$ we obtain

$$
\begin{gathered}
\int_{a}^{b} \mathrm{~d} g(t)\left(\int_{a}^{t} h(s, t) \mathrm{d} f(s)\right) \\
=\int_{a}^{b}\left(\int_{s}^{b} \mathrm{~d} g(t) h(s, t)\right) \mathrm{d} f(s)+\sum_{s \in(a, b)}\left[\Delta^{-} g(s) h(s, s) \Delta f(s)-\Delta g(s) h(s, s) \Delta^{+} f(s)\right] \\
+\Delta^{-} g(b) h(b, b) \Delta f(b)-\Delta g(a) h(a, a) \Delta^{+} f(a)
\end{gathered}
$$

and this yields the result.
4.33. Theorem (integration-by-parts). Let $f, g \in B V[a, b]$; then for any interval $[c, d] \subset[a, b]$ we have
$\int_{c}^{d} f \mathrm{~d} g+\int_{c}^{d} g \mathrm{~d} f=f(d) g(d)-f(c) g(c)-\sum_{c \leq \tau<d} \Delta^{+} f(\tau) \Delta^{+} g(\tau)+\sum_{c<\tau \leq d} \Delta^{-} f(\tau) \Delta^{-} g(\tau)$
where $\Delta^{+} f(\tau)=f(\tau+)-f(\tau), \quad \Delta^{-} f(\tau)=f(\tau)-f(\tau-)$ and similarly for $\Delta^{+} g(\tau)$, $\Delta^{-} g(\tau)$.

Proof. If we set $h(s, t) \equiv 1$ on $[a, b] \times[a, b]$ then for every $f, g \in B V[a, b]$ we have by 4.32

$$
\begin{gather*}
\int_{c}^{d}\left(\int_{c}^{t} \mathrm{~d} f(s)\right) \mathrm{d} g(t)  \tag{4,37}\\
=\int_{c}^{d}\left(\int_{s}^{d} \mathrm{~d} g(t)\right) \mathrm{d} f(s)+\sum_{t \in(c, d]} \Delta^{-} g(t) \Delta^{-} f(t)-\sum_{t \in[\mathrm{c}, d)} \Delta^{+} g(t) \Delta^{+} f(t) .
\end{gather*}
$$

Moreover,

$$
\int_{c}^{d}\left(\int_{c}^{t} \mathrm{~d} f(s)\right) \mathrm{d} g(t)=\int_{c}^{d}(f(t)-f(c)) \mathrm{d} g(t)=\int_{c}^{d} f(t) \mathrm{d} g(t)-f(c)(g(d)-g(c))
$$

and similarly

$$
\int_{c}^{d}\left(\int_{s}^{d} \mathrm{~d} g(t)\right) \mathrm{d} f(s)=-\int_{c}^{d} g(t) \mathrm{d} f(t)+g(d)(f(d)-f(c)) .
$$

Inserting this into $(4,37)$ we obtain the result. (A direct proof of the integration-by-parts theorem 4.33 is given in Kurzweil [3].)

The Lebesgue-Stieltjes integral has been defined and studied in many monographs on integration theory. (See e.g. Saks [1], Hildebrandt [1], Dunford, Schwartz [1] etc.) In the next theorem its relationship with the Perron-Stieltjes integral is cleared up. The proof follows e.g. from Theorem VI (8.1) in Saks [1].
4.34. Theorem. Let $g \in B V[a, b]$ and $f:[a, b] \rightarrow R$ be such that the LebesgueStieltjes integral (L-S) $\int_{(a, b)} f \mathrm{~d} g$ over the open interval $(a, b)$ exists. Then the Perron-

Stieltjes integral $\int_{a}^{b} f \mathrm{~d} g$ also exists and

$$
\int_{a}^{b} f \mathrm{~d} g=(L-S) \int_{(a, b)} f \mathrm{~d} g+f(a) \Delta^{+} g(a)+f(b) \Delta^{-} g(b) .
$$

4.35. Remark. If $f:[a, b] \rightarrow R$ is bounded, $h:[a, b] \rightarrow R$ is Lebesgue integrable on $[a, b]\left(h \in L^{1}[a, b]\right)$ and $g(t)=g(a)+\int_{a}^{t} h(\tau) \mathrm{d} \tau$ on $[a, b](g \in A C[a, b])$, then in virtue of 4.25 and 4.34

$$
\int_{a}^{b} f(t) \mathrm{d} g(t)=\int_{a}^{b} f(t) h(t) \mathrm{d} t,
$$

where the right-hand side integral is the Lebesgue one.
For the proof of the following assertion see e.g. Natanson [1] (Corollary of Theorem XII.4.2). It is also included as a special case in the "symmetrical Fubini theorem" for Lebesgue-Stieltjes integrals (cf. Hildebrandt [1], X.3.2).
4.36. Theorem (Tonelli, Hobson). If $h: D=[a, b] \times[c, d] \rightarrow R$ is measurable and if any one of the three Lebesgue integrals

$$
\iint_{D}|h(t, s)| \mathrm{d} t \mathrm{~d} s, \quad \int_{a}^{b}\left(\int_{c}^{d}|h(t, s)| \mathrm{d} s\right) \mathrm{d} t, \quad \int_{c}^{d}\left(\int_{a}^{b}|h(t, s)| \mathrm{d} t\right) \mathrm{d} s
$$

exists, then the Lebesgue integrals

$$
\iint_{D} h(t, s) \mathrm{d} t \mathrm{~d} s, \quad \int_{a}^{b}\left(\int_{c}^{d} h(t, s) \mathrm{d} s\right) \mathrm{d} t, \quad \int_{c}^{d}\left(\int_{a}^{b} h(t, s) \mathrm{d} t\right) \mathrm{d} s
$$

all exist and are equal to one another.
One of the most helpful tools for the investigation of integro-differential and functional-differential equations is the "unsymmetrical Fubini theorem" 4.38. For its proof the following lemma is needed.
4.37. Lemma. Let $h:[a, b] \times[c, d] \rightarrow R$ be such that $h(., s)$ is measurable on $[a, b]$ for any $s \in[c, d], \chi(t)=|h(t, c)|+\operatorname{var}_{c}^{d} h(t,)<.\infty$ for a.e. $t \in[a, b]$ and $\chi \in L^{p}[a, b]$, $1 \leq p<\infty$. Then
(a) given $f \in L^{q}[a, b]$ with $q=p /(p-1)$ if $p>1$ and $q=\infty$ if $p=1$, the function

$$
\varphi: s \in[c, d] \rightarrow \int_{a}^{b} f(t) h(t, s) \mathrm{d} s
$$

is defined for any $s \in[c, d]$, belongs to $B V[c, d]$ and

$$
\begin{array}{lll}
\varphi(s+)=\int_{a}^{b} f(t) h(t, s+) \mathrm{d} t & \text { for any } & s \in[c, d)  \tag{4,38}\\
\varphi(s-)=\int_{a}^{b} f(t) h(t, s-) \mathrm{d} t & \text { for any } & s \in(c, d]
\end{array}
$$

(b) given $g \in C[c, d]$ (or $g \in B V[c, d]$ ), the function

$$
\eta: t \in[a, b] \rightarrow \int_{c}^{d} \mathrm{~d}_{s}[h(t, s)] g(s)
$$

is defined a.e. on $[a, b]$ and belongs to $L^{p}[a, b]$.
Proof. Clearly, $\varphi(s)$ is defined for any $s \in[c, d]$. For an arbitrary subdivision $c=s_{0}<s_{1}<\ldots<s_{k}=d$ of $[c, d]$ we have

$$
\begin{gathered}
\sum_{j=1}^{k}\left|\varphi\left(s_{j}\right)-\varphi\left(s_{j-1}\right)\right| \leq \int_{a}^{b}|f(t)| \sum_{j=1}^{k}\left|h\left(t, s_{j}\right)-h\left(t, s_{j-1}\right)\right| \mathrm{d} t \\
\leq \int_{a}^{b}|f(t)| \chi(t) \mathrm{d} t<\infty
\end{gathered}
$$

i.e. $\varphi \in B V[c, d]$. Furthermore,

$$
|f(t) h(t, \sigma)| \leq|f(t)| \chi(t) \quad \text { for a.e. } t \in[a, b] \quad \text { and any } \quad \sigma \in[c, d] .
$$

Applying the Lebesgue Dominated Convergence Theorem we obtain immediately $(4,38)$.
(b) Under our assumptions $\eta(t)$ is defined a.e. on $[a, b]$. If $g:[c, d] \rightarrow R$ is a finite step function with jumps at $s_{j} \in[c, d](j=1,2, \ldots, k)$ (cf. 4.20), then according to $4.21 \eta(t)$ is a.e. on $[a, b]$ equal to a linear combination of the values $h(t, b), h(t, a)$, $h\left(t, s_{j}+\right)$ and $h\left(t, s_{j}-\right)(j=1,2, \ldots, k)$. In particular, in this case $\eta$ is measurable on $[a, b]$. Making use of the fact that any function $g$ which is continuous on $[a, b]$ or of bounded variation on $[a, b]$ can be approximated uniformly on $[a, b]$ by finite step functions (Aumann [1]) and applying 4.17 we complete the proof of the measurability of $\eta$ on $[a, b]$. By 4.16

$$
|\eta(t)| \leq \chi(t)\left(\sup _{s \in[c, d]}|g(s)|\right) \quad \text { a.e. on } \quad[a, b]
$$

and hence $\eta \in L^{p}[a, b]$ for any $g \in C[c, d]$ (or $g \in B V[c, d]$ ).
4.38. Theorem (Cameron, Martin). Let $h:[a, b] \times[c, d] \rightarrow R$ fulfil the assumptions of 4.37. Then for any $f \in L^{q}[a, b]$, where $q=p /(p-1)$ if $p>1$ and $q=\infty$ if $p=1$, and any $g \in C[c, d]($ or $g \in B V[c, d])$ the integrals

$$
\int_{a}^{b} f(t)\left(\int_{c}^{d} \mathrm{~d}_{s}[h(t, s)] g(s)\right) \mathrm{d} t \quad \text { and } \quad \int_{c}^{d} \mathrm{~d}_{s}\left[\int_{a}^{b} f(t) h(t, s) \mathrm{d} t\right] g(s)
$$

both exist and are equal to one another.
Proof. Let the functions $\varphi:[c, d] \rightarrow R$ and $\eta:[a, b] \rightarrow R$ be defined as in 4.37. By 4.19 and 4.37 both the integrals

$$
\int_{a}^{b} f(t) \eta(t) \mathrm{d} t \quad \text { and } \quad \int_{c}^{d} \mathrm{~d}[\varphi(s)] g(s)
$$

exist. Let $g_{n}:[c, d] \rightarrow R \quad(n=1,2, \ldots)$ be a sequence of finite step functions such that $\lim _{n \rightarrow \infty} g_{n}(t)=g(t)$ uniformly on $[c, d]$. (Such a sequence exists according to 7.3.2.1 (3) in Aumann [1].) To prove the theorem it is sufficient by 4.17 and 4.20 to show that

$$
\begin{equation*}
\int_{a}^{b} f(t) \eta(t) \mathrm{d} t=\int_{c}^{d} \mathrm{~d}[\varphi(s)] g(s) \tag{4,39}
\end{equation*}
$$

holds for all simple jump functions $g(s)=\psi_{\alpha}^{+}(s)$ or $g(s)=\psi_{\alpha}^{-}(s)(\alpha \in[c, d])$ defined by $(4,12)$ and $(4,13)$. Let $\alpha \in[c, d]$ and $g(s)=\psi_{\alpha}^{+}(s)$ on $[c, d]$, then in virtue of 4.21

$$
\eta(t)= \begin{cases}h(t, d)-h(t, \alpha+) & \text { if } \quad \alpha<d \\ 0 & \text { if } \quad \alpha=d\end{cases}
$$

and

$$
\int_{c}^{d} \mathrm{~d}[\varphi(s)] g(s)= \begin{cases}\varphi(d)-\varphi(\alpha+) & \text { if } \quad \alpha<d \\ 0 & \text { if } \alpha=d\end{cases}
$$

and $(4,39)$ follows from $(4,38)$. Analogously we can show that $(4,39)$ holds also if $g(s)=\psi_{\alpha}^{-}(s)$ on $[c, d]$.
4.39. Integrals of matrix valued functions. If $\boldsymbol{F}=\left(f_{i, j}\right), i=1,2, \ldots, p ; j=1,2, \ldots, r$; $\boldsymbol{G}=\left(g_{j, k}\right), j=1,2, \ldots, r, k=1,2, \ldots, q$ are matrix valued functions defined on the interval $[a, b]\left(f_{i, j}:[a, b] \rightarrow R, g_{j, k}:[a, b] \rightarrow R\right)$, then we use the following symbols

$$
\int_{a}^{b} \boldsymbol{F} \mathrm{~d} \boldsymbol{G}=\left(\alpha_{i, k}\right), \quad i=1,2, \ldots, p, \quad k=1,2, \ldots, q
$$

and

$$
\int_{a}^{b} \mathrm{~d}[\boldsymbol{F}] \boldsymbol{G}=\left(\beta_{i, k}\right), \quad i=1,2, \ldots, p, \quad k=1,2, \ldots, q
$$

where

$$
\alpha_{i, k}=\sum_{j=1}^{r} \int_{a}^{b} f_{i, j} \mathrm{~d} g_{j, k} \quad \text { and } \quad \beta_{i, k}=\sum_{j=1}^{r} \int_{a}^{b} g_{j, k} \mathrm{~d} f_{i, j},
$$

whenever the integrals appearing in these sums exist. In the same way it is possible to define also integrals of the type $\int_{a}^{b} \boldsymbol{F} \mathrm{~d}[\mathbf{G}] \boldsymbol{H}$ etc. if the products of matrices occurring in the expressions are well defined.

Since the integral of a matrix valued function with respect to a matrix valued function is a matrix whose elements are sums of Perron-Stieltjes integrals of real scalar functions with respect to real scalar functions, all statements from this section can be used also for such integrals.

## 5. The space $B V_{n}$

In this section we recall some basic properties of the linear space of functions with a bounded variation from the functional analytic point of view.
Let us consider the linear set of all functions $x:[0,1] \rightarrow R$ with a bounded variation var $_{0}^{1} x$. Let this linear set with the norm

$$
\begin{equation*}
x \in B V \rightarrow\|x\|_{B V}=|x(0)|+\operatorname{var}_{0}^{1} x \tag{5,1}
\end{equation*}
$$

be denoted by $B V[0,1]$ or simply $B V$.
It is easy to check that $(5,1)$ satisfies all the axioms of a norm.
If $x \in B V$, then evidently

$$
\begin{equation*}
|x(t)| \leq|x(t)-x(0)|+|x(0)| \leq|x(0)|+\operatorname{var}_{0}^{1} x \leq\|x\|_{B V} \quad \text { for any } \quad t \in[0,1] . \tag{5,2}
\end{equation*}
$$

5.1. Proposition. The normed linear space BV is a Banach space (i.e. BV is complete).
(See Dunford, Schwartz [1] or Hildebrandt [1], II.8.6.)
Further it can be easily shown that $B V$ is not separable. Indeed, if we set $x_{\alpha}(t)=0$ for $0 \leq t \leq \alpha, x_{\alpha}(t)=1$ for $\alpha<t \leq 1$ for any $\alpha \in(0,1)$, then evidently $x_{\alpha} \in B V$ for any $\alpha \in(0,1)$ and

$$
\left\|x_{\alpha}-x_{\beta}\right\|_{B V}=2
$$

provided $\alpha, \beta \in(0,1), \alpha \neq \beta$. Hence $B V$ cannot contain a countable subset which would be dense in $B V$. This implies that $B V$ is not separable.

In the same way we can introduce the Banach space $B V_{n}$ of all column $n$-vector functions $\boldsymbol{x}=\left(x_{1}, \ldots, x_{n}\right)^{*}:[0,1] \rightarrow R_{n}$ of bounded variation if for the definition of $\operatorname{var}_{0}^{1} \mathbf{x}$ some norm in $R_{n}$ is used. The norm in $B V_{n}$ is given by

$$
\mathbf{x} \in B V_{n} \rightarrow\|\mathbf{x}\|_{B V_{n}}=|\mathbf{x}(0)|+\operatorname{var}_{0}^{1} \mathbf{x}
$$

It is evident that $\boldsymbol{x}:[0,1] \rightarrow R_{n}$ belongs to $B V_{n}$ if and only if any component $x_{i}$, $i=1,2, \ldots, n$ belongs to $B V$. Hence it is sufficient to consider only the space $B V$ instead of $B V_{n}$. All essential properties of $B V$ are transferable to $B V_{n}$.

Let us consider some subspaces of $B V$ which are of interest for the subsequent investigations.

By $N B V$ we denote the set of all functions $\varphi \in B V$ for which $\varphi(t+)=\varphi(t)$ if $t \in(0,1)$ and $\varphi(0)=0$.

Similarly $N B V^{-}$denotes the set of all functions $\varphi \in B V$ such that $\varphi(t-)=\varphi(t)$ for $t \in(0,1)$ and $\varphi(0)=0$. Further we denote by $S$ the linear set of all functions $w \in B V$ such that $w(t+)=w(t-)=c=$ const. for every $t \in(0,1), w(0)=w(0+)=c$, $w(1)=w(1-)=c$.
5.2. Proposition. The linear sets $N B V, N B V^{-}, S$ are closed in $B V$.

Proof. Let $\left\{\varphi_{l}\right\}, l=1,2, \ldots$ be a sequence with $\varphi_{l} \in N B V$, such that $\lim _{l \rightarrow \infty}\left\|\varphi_{l}-\varphi\right\|_{B V}$ $=0$ for some $\varphi \in B V$. For $t \in(0,1)$ we have

$$
|\varphi(t+)-\varphi(t)|=\left|\varphi(t+)-\varphi_{l}(t+)-\left(\varphi(t)-\varphi_{l}(t)\right)\right| \leq\left\|\varphi_{l}-\varphi\right\|_{B V}
$$

for any natural $l$ since $\varphi_{l} \in N B V$. Hence $\varphi(t+)=\varphi(t)$. Similarly for any $l$ we have

$$
|\varphi(0)|=\left|\varphi_{l}(0)-\varphi(0)\right| \leq\left\|\varphi_{l}-\varphi\right\|_{B V}
$$

and consequently $\varphi(0)=0$ and $\varphi \in N B V$. The closedness of $N B V^{-}$and $S$ can be proved by the same reasoning.

We denote by $A C$ the linear set of all absolutely continuous functions on $[0,1]$. If $x \in A C$ then by definition there exists $\delta>0$ such that for every system $\left[a_{i}, b_{i}\right]$, $i=1, \ldots, k$ of nonoverlapping intervals on $[0,1]$ with

$$
\sum_{i=1}^{k}\left(b_{i}-a_{i}\right)<\delta
$$

we have

$$
\sum_{i=1}^{k}\left|x\left(b_{i}\right)-x\left(a_{i}\right)\right|<1
$$

If we subdivide the interval [ 0,1 ] into $m$ intervals by the division points $0=c_{0}$ $<c_{1}<\ldots<c_{m}=1$ such that $c_{i}-c_{i-1}<\delta, i=1,2, \ldots, m$, then $\operatorname{var}_{c_{i-1}}^{c_{i}} x<1$ for $i=1,2, \ldots, m$ and consequently $\operatorname{var}_{0}^{1} x=\sum_{i=1}^{m} \operatorname{var}_{c_{i-1}}^{c_{i}} x<m$. Hence $x \in B V$ and the inclusion $A C \subset B V$ holds.
5.3. Proposition. The linear set $A C$ is closed in $B V$.

Proof. Let $\lim _{k \rightarrow \infty}\left\|\varphi_{k}-\varphi\right\|_{B V}=0$ for $\varphi \in B V$ and $\varphi_{k} \in A C, k=1,2, \ldots$. For an arbitrary system $\left[a_{i}, b_{i}\right], i=1, \ldots, k$ of nonoverlapping intervals in $[0,1]$ we have

$$
\begin{aligned}
\sum_{i=1}^{k}\left|\varphi\left(b_{i}\right)-\varphi\left(a_{i}\right)\right| \leq & \sum_{i=1}^{k}\left|\varphi_{l}\left(b_{i}\right)-\varphi\left(b_{i}\right)-\left(\varphi_{l}\left(a_{i}\right)-\varphi\left(a_{i}\right)\right)\right|+\sum_{i=1}^{k}\left|\varphi_{l}\left(b_{i}\right)-\varphi_{l}\left(a_{i}\right)\right| \\
& \leq\left\|\varphi_{l}-\varphi\right\|_{B V}+\sum_{i=1}^{k}\left|\varphi_{l}\left(b_{i}\right)-\varphi_{l}\left(a_{i}\right)\right|
\end{aligned}
$$

for any $l=1,2, \ldots$. Let $\varepsilon>0$ be given. Let us choose an integer $l_{0} \geq 1$ such that $\left\|\varphi_{l}-\varphi\right\|_{B V}<\varepsilon / 2$ for $l>l_{0}$. For any fixed $l>l_{0}$ there is $\delta>0$ such that if
then

$$
\sum_{i=1}^{k}\left(b_{i}-a_{i}\right)<\delta
$$

$$
\sum_{i=1}^{k}\left|\varphi_{l}\left(b_{i}\right)-\varphi_{l}\left(a_{i}\right)\right|<\varepsilon
$$

Hence by the inequality given above we have $\sum_{i=1}^{k}\left|\varphi\left(b_{i}\right)-\varphi\left(a_{i}\right)\right|<\varepsilon$ and $\varphi \in A C$.
5.4. Remark. From 5.2 and 5.3 it is evident that if the closed linear sets $N B V, \mathrm{NBV}^{-}$, $S, A C$ in $B V$ are equipped with the norm $(5,1)$ of $B V$, then they are Banach spaces. By $N B V_{n}, N B V_{n}^{-}, S_{n}, A C_{n}$ we denote the closed linear subsets in $B V_{n}$ which are defined similarly as $N B V, N B V^{-}, S, A C$ for $n$-vector functions. For the same reason as above $N B V_{n}, N B V_{n}^{-}, S_{n}, A C_{n}$ equipped with the norm of $B V_{n}$ are Banach spaces.

Let us now assume that $x \in B V$ and define $w(0)=w(1)=x(0), w(t)=x(t)-x(t+)$ $+x(0)$ for $t \in(0,1)$. Then evidently $w \in S$, since the difference $x(t)-x(t+)$ is nonzero only on an at most countable set $A \subset(0,1)$ and

$$
\operatorname{var}_{0}^{1} w=2 \sum_{t \in A}|x(t+)-x(t)| \leq 2 \operatorname{var}_{0}^{1} x<\infty .
$$

Further let us set $\varphi(t)=x(t)-w(t)$ for $t \in[0,1]$. It is $\varphi(0)=x(0)-w(0)=0$, $\varphi(t)=x(t+)-x(0)$ for $t \in(0,1), \varphi(1)=x(1)-x(0)$, i.e. $\varphi \in N B V$.

In this way we have obtained

$$
x=\varphi+w
$$

for any $x \in B V$ where $\varphi \in N B V$ and $w \in S$. Since evidently $N B V \cap S=\{0\}$, this decomposition is unique. Hence the Banach space $B V$ can be written in the form of the direct sum of closed subspaces $N B V$ and $S$, i.e.

$$
\begin{equation*}
B V=N B V \oplus S . \tag{5,3}
\end{equation*}
$$

Similarly it can be shown that also the decomposition

$$
B V=N B V^{-} \oplus S
$$

holds.
For any $x \in B V$ and $\psi \in B V$ we can define the expression

$$
\begin{equation*}
f(x)=\int_{0}^{1} x(t) \mathrm{d} \psi(t) . \tag{5,4}
\end{equation*}
$$

By 4.19 the integral on the right-hand side in $(5,4)$ exists. The functional $f$ is evidently linear. Further it is

$$
|f(x)|=\left|\int_{0}^{1} x(t) \mathrm{d} \psi(t)\right| \leq \sup _{t \in[0,1]}|x(t)| \operatorname{var}_{0}^{1} \psi \leq\|x\|_{B V}\|\psi\|_{B V}
$$

(see 4.27). Hence if $f$ is given by $(5,4)$ with $\psi \in B V$, then $f \in B V^{*}$.
5.5. Proposition. Assume that $w \in B V$. Then

$$
\begin{equation*}
\int_{0}^{1} x(t) \mathrm{d} w(t)=0 \tag{5,5}
\end{equation*}
$$

for any $x \in B V$ if and only if $w \in S$.

Proof. Let us suppose that $\int_{0}^{1} x(t) \mathrm{d} w(t)=0$ for any $x \in B V$. For a given $\alpha \in[0,1]$ we define $x_{\alpha}(t)=0$ if $t \in[0,1] \backslash\{\alpha\}, x_{\alpha}(\alpha)=1$. Then evidently $x_{\alpha} \in B V$ and we obtain by the assumption

$$
\int_{0}^{1} x_{\alpha}(t) \mathrm{d} w(t)=w(\alpha+)-w(\alpha-)=0
$$

i.e. $\quad w(\alpha+)=w(\alpha-)$ for any $\alpha \in(0,1)$ and $\int_{0}^{1} x_{1}(t) \mathrm{d} w(t)=w(1)-w(1-)=0$, $\int_{0}^{1} x_{0}(t) \mathrm{d} w(t)=w(0+)-w(0)=0$ (cf. 4.22). This means that $w$ differs from a continuous function only on an at most countable subset in $(0,1)$.

Assume that $w \notin S$. Then there exist two points $\alpha, \beta \in[0,1], \alpha<\beta$ such that $\alpha, \beta$ are points of continuity for $w$ and $w(\alpha) \neq w(\beta)$. We define $x_{[\alpha, \beta]}(t)=1$ for $t \in[\alpha, \beta]$ and $x_{[\alpha, \beta]}(t)=0$ for $t \in[0,1] \backslash[\alpha, \beta]$. Evidently $x_{[\alpha, \beta]} \in B V$. Using the properties of the integral we obtain the relation

$$
\begin{aligned}
\int_{0}^{1} x_{[\alpha, \beta]}(t) \mathrm{d} w(t) & =w(\alpha)-w(\alpha-)+\int_{\alpha}^{\beta} \mathrm{d} w(t)+w(\beta+)-w(\beta) \\
& =\int_{\alpha}^{\beta} \mathrm{d} w(t)=w(\beta)-w(\alpha) \neq 0
\end{aligned}
$$

which contradicts the assumption. Hence $w \in S$. Let us assume that $w \in S ; w$ is evidently a break function with $\Delta w(t)=w(t+)-w(t-)=0$ for every $t \in(0,1)$ and $\Delta^{+} w(0)=w(0+)-w(0)=0, \Delta^{-} w(1)=w(1)-w(1-)=0$. Hence by 4.23 we have $\int_{0}^{1} x(t) \mathrm{d} w(t)=0$ for every $x \in B V$.
5.6. Corollary. Let $\psi \in B V$ be given. Using $(5,3) \psi$ can be uniquely written in the form $\psi=\varphi+w$ where $\varphi \in N B V, w \in S$ and

$$
\int_{0}^{1} x(t) \mathrm{d} \psi(t)=\int_{0}^{1} x(t) \mathrm{d} \varphi(t)
$$

for every $x \in B V$.
Let us define for $x \in B V, \varphi \in N B V$ the relation

$$
\begin{equation*}
\langle x, \varphi\rangle=\int_{0}^{1} x(t) \mathrm{d} \varphi(t) . \tag{5,6}
\end{equation*}
$$

This relation evidently defines a bilinear form on $B V \times N B V$.
5.7. Lemma. Let $\varphi \in N B V$. If $\langle x, \varphi\rangle=0$ for every $x \in B V$, then $\varphi=0$.

Let $x \in B V$. If $\langle x, \varphi\rangle=0$ for every $\varphi \in N B V$, then $x=0$.
Proof. (1) If $\langle x, \varphi\rangle=0$ for every $x \in B V$, then $\varphi \in S$ by 5.5. Hence $\varphi \in N B V \cap S$ and by $(5,3)$ we obtain $\varphi=0$.
(2) Assume that $\langle x, \varphi\rangle=0$ for every $\varphi \in N B V$ but $x \neq 0$. Then either there exists $a \in(0,1]$ such that $x(a) \neq 0$ or $x(t)=0$ for all $t \in(0,1]$ and $x(0) \neq 0$. In the
first case we set $\varphi(t)=0$ for $t \in[0, a), \varphi(t)=1$ for $t \in[a, 1]$. Evidently $\varphi \in N B V$ and $\varphi$ is a simple jump function (see 4.20). By 4.21 we have $\langle x, \varphi\rangle=\int_{0}^{1} x(t) \mathrm{d} \varphi(t)$ $=x(a) \neq 0$ and this contradicts the assumption. For the second case we set $\varphi(t)=1$ for $t \in(0,1], \varphi(0)=0$, then $\varphi \in N B V$ is also a simple jump function ( $\varphi=\psi_{0}$ ) and by 4.21 we have $\langle x, \varphi\rangle=\int_{0}^{1} x(t) \mathrm{d} \varphi(t)=x(0) \neq 0$. Again we have obtained a contradiction and our lemma is proved.
5.8. Proposition. The pair of spaces $B V, N B V$ forms a dual pair (BV,NBV) with respect to the bilinear form 〈., .〉 given by $(5,6)$.

Proof follows immediately from 5.7 and from the definition of a dual pair given in 3.1.
5.9. Remark. It follows easily from 5.8 that $\left(B V_{n}, N B V_{n}\right)$ is a dual pair with respect to the bilinear form

$$
\mathbf{x} \in B V_{n}, \boldsymbol{\varphi} \in N B V_{n} \rightarrow\langle\mathbf{x}, \boldsymbol{\varphi}\rangle=\int_{0}^{1} \mathbf{x}^{*}(t) \mathrm{d} \varphi(t)=\sum_{j=1}^{n} \int_{0}^{1} x_{j}(t) \mathrm{d} \varphi_{j}(t) .
$$

Let us mention that for every fixed $\varphi \in N B V_{n}$ by $\langle\boldsymbol{x}, \varphi\rangle$ a bounded linear functional on $B V_{n}$ is defined. In fact, we have by 4.27

$$
|\langle\mathbf{x}, \boldsymbol{\varphi}\rangle| \leq\left|\int_{0}^{1} \mathbf{x}^{*}(t) \mathrm{d} \boldsymbol{\varphi}(t)\right| \leq\left(\sup _{t \in[0,1]}|\mathbf{x}(t)|\right)\left(\operatorname{var}_{0}^{1} \varphi\right)=\left(\operatorname{var}_{0}^{1} \varphi\right)\|\mathbf{x}\|_{B V_{n}}
$$

for every $\mathbf{x} \in B V_{n}$ and $\varphi \in N B V_{n}$.
The space $B V_{n}$ has important subspaces called the Sobolev spaces $W_{n}^{p}(1 \leq p<\infty)$ including in particular the space $A C_{n}$ of absolutely continuous functions on $[0,1]$.
5.10. Definition. Given a real number $p, 1 \leq p<\infty, W_{n}^{p}$ denotes the space of all absolutely continuous functions $\mathbf{x}:[0,1] \rightarrow R_{n}$ whose derivatives $\mathbf{x}^{\prime}$ are $L^{p}$-integrable on $[0,1]$. Furthermore,

$$
\|\mathbf{x}\|_{W_{n}^{p}}=|\mathbf{x}(0)|+\left(\int_{0}^{1}\left|\mathbf{x}^{\prime}(t)\right|^{p} \mathrm{~d} t\right)^{1 / p}=|\mathbf{x}(0)|+\left\|\mathbf{x}^{\prime}\right\|_{L^{p}} \quad \text { for any } \quad \mathbf{x} \in W_{n}^{p}
$$

( $W_{1}^{p}=W^{p}$ and instead of $\|\cdot\|_{W_{n}^{p}}$ we write $\|\cdot\|_{W^{p}}$.)
5.11. Remark. Evidently, any $W_{n}^{p}(p \in R, p \geq 1)$ equipped with the norm $\|\cdot\|_{W^{p}}$ is a linear normed space.
5.12. Remark. It is well-known that any $\boldsymbol{x} \in B V_{n}$ possesses a.e. on [ 0,1 ] a derivative $\mathbf{x}^{\prime}(t)$ which is $L$-integrable on $[0,1]\left(\mathbf{x}^{\prime} \in L_{n}^{1}\right)$. Furthermore, $\boldsymbol{x} \in A C_{n}$ if and only if there is $\mathbf{z} \in L_{n}^{1}$ such that

$$
\mathbf{x}(t)=\mathbf{x}(0)+\int_{0}^{t} \mathbf{z}(\tau) \mathrm{d} \tau \quad \text { on }[0,1]
$$

i.e. $W_{n}^{1}=A C_{n}$. Given $\mathbf{x} \in A C_{n}$, we have $\operatorname{var}_{0}^{1} \mathbf{x}=\left\|\mathbf{x}^{\prime}\right\|_{L^{1}}$ and therefore also the norms $\|\cdot\|_{A C}$ and $\|\cdot\|_{W^{1}}$ are identical (cf. e.g. Natanson [1]).
5.13. Proposition. Given $p \in R, p \geq 1$, the space $W_{n}^{p}$ is isometrically isomorphic with the product space $L_{n}^{q} \times R_{n}$ and its dual space is isometrically isomorphic with $L_{n}^{q} \times R_{n}^{*}$, where $q=p /(p-1)$ if $p>1$ and $q=\infty$ if $p=1$.
Proof. (a) The mapping $\mathbf{x} \in W_{n}^{p} \rightarrow\left(\mathbf{x}^{\prime}, \mathbf{x}(0)\right) \in L_{n}^{p} \times R_{n}$ and its inverse $(\mathbf{z}, \mathrm{c}) \in L_{n}^{p} \times R_{n}$ $\rightarrow \mathbf{x}(t)=\mathbf{c}+\int_{0}^{t} \mathbf{z}(\tau) \mathrm{d} \tau \in W_{n}^{p}$ establish an isometrical isomorphism between $W_{n}^{p}$ and $L_{n}^{p} \times R_{n}$.
(b) Let $f$ be an arbitrary linear bounded functional on $W_{n}^{p}$ and let us put for any $\mathbf{c} \in R_{n}$ and $\mathbf{z} \in L_{n}^{p} \quad f_{1}(\mathbf{z})=f\left(\Psi_{\mathbf{z}}\right)$ and $f_{2}(\mathbf{c})=f(\boldsymbol{\Phi} \mathbf{c})$, where

$$
\boldsymbol{\Psi}: \mathbf{z} \in L_{n}^{p} \rightarrow \int_{0}^{t} \mathbf{z}(\tau) \mathrm{d} \tau \in W_{n}^{p}, \quad \boldsymbol{\Phi}: \mathbf{c} \in R_{n} \rightarrow \mathbf{u}(t) \equiv \mathbf{c} \in W_{n}^{p} .
$$

Then $f_{1}$ and $f_{2}$ are linear bounded functionals on $L_{n}^{p}$ and $R_{n}$, respectively, while $f(\mathbf{x})=f\left(\boldsymbol{\Psi} \mathbf{x}^{\prime}+\boldsymbol{\Phi} \mathbf{x}(0)\right)=f_{1}\left(\mathbf{x}^{\prime}\right)+f_{2}(\mathbf{x}(0))$ for any $\mathbf{x} \in W_{n}^{p}$. Consequently, given $f \in\left(W_{n}^{p}\right)^{*}$, there exist uniquely determined $\boldsymbol{y}^{*} \in L_{n}^{q}(q=p /(p-1)$ if $p>1, q=\infty$ if $p=1$ ) and $\lambda^{*} \in R_{n}^{*}$ such that (cf. 3.10)

$$
f(\mathbf{x})=\int_{0}^{1} \boldsymbol{y}^{*}(t) \mathbf{x}^{\prime}(t) \mathrm{d} t+\lambda^{*} \boldsymbol{x}(0) \quad \text { for any } \quad \mathbf{x} \in W_{n}^{p} .
$$

Furthermore,

$$
\left\|f_{1}\right\|=\sup _{\|\mathbf{z}\|_{L^{p}=1}}\left|f_{1}(\mathbf{z})\right|=\left\|\boldsymbol{y}^{*}\right\|_{L^{q}}, \quad\left\|f_{2}\right\|=\sup _{|\mathbf{c}|=1}\left|f_{2}(\mathbf{c})\right|=\left|\lambda^{*}\right|
$$

and hence

$$
\|f\|=\sup _{\|\times\|_{W^{P}}=1}|f(\boldsymbol{x})|=\left\|\left(\boldsymbol{y}^{*}, \lambda^{*}\right)\right\|_{L^{q \times R}}=\left\|\boldsymbol{y}^{*}\right\|_{L^{q}}+\left|\lambda^{*}\right| .
$$

5.14. Remark. In accordance with 3.6 we denote for $\mathbf{x} \in W_{n}^{p}, \boldsymbol{y}^{*} \in L_{n}^{q}$ and $\lambda^{*} \in R_{n}^{*}$

$$
\left\langle\mathbf{x},\left(\boldsymbol{y}^{*}, \lambda^{*}\right)\right\rangle_{W}=\left\langle\mathbf{x}^{\prime}, \boldsymbol{y}^{*}\right\rangle_{L}+\lambda^{*} \mathbf{x}(0)=\int_{0}^{1} \boldsymbol{y}^{*}(t) \mathbf{x}^{\prime}(t) \mathrm{d} t+\lambda^{*} \mathbf{x}(0) .
$$

Let us notice that $\mathbf{x} \in W_{n}^{p} \rightarrow\left\langle\mathbf{x},\left(\boldsymbol{y}^{*}, \lambda^{*}\right)\right\rangle_{\boldsymbol{w}}$ is the zero functional on $W_{n}^{p}$ if and only if $\boldsymbol{y}^{*}(t)=\mathbf{0}$ a.e. on $[0,1]$ and $\lambda^{*}=\mathbf{0}$. As a consequence we have
5.15. Proposition. If $\boldsymbol{y}^{*} \in L_{n}^{q}$ and $\lambda^{*} \in R_{n}^{*}$, then

$$
\int_{0}^{1} \mathbf{y}^{*}(t) \mathbf{x}^{\prime}(t) \mathrm{d} t+\lambda^{*} \mathbf{x}(0)=0 \quad \text { for any } \quad \mathbf{x} \in W_{n}^{p}
$$

or

$$
\int_{0}^{1} \mathbf{y}^{*}(t) \mathbf{z}(t) \mathrm{d} t+\lambda^{*} \mathbf{c}=0 \quad \text { for any } \quad \mathbf{z} \in L_{n}^{p} \quad \text { and } \quad \mathbf{c} \in R_{n}
$$

if and only if $\boldsymbol{y}^{*}(t)=\mathbf{0}$ a.e. on $[0,1]$ and $\lambda^{*}=\mathbf{0}$.
5.16. Proposition. $\boldsymbol{S} \in B\left(W_{n}^{p}, R_{m}\right)$ if and only if there exist an $m \times n$-matrix $\boldsymbol{M}$ and an $m \times n$-matrix valued function $\boldsymbol{K}$ with $\|\boldsymbol{K}\|_{L^{4}}<\infty \quad(q=p /(p-1)$ if $p>1$, $q=\infty$ if $p=1$ ) such that

$$
\mathbf{S} \mathbf{x}=\boldsymbol{M} \mathbf{x}(0)+\int_{0}^{1} \boldsymbol{K}(t) \mathbf{x}^{\prime}(t) \mathrm{d} t \quad \text { for any } \quad \mathbf{x} \in W_{n}^{p}
$$

5.17 Lemma. Let $f \in B V$ be right-continuous on $[0,1)$ and left-continuous at 1 and $f(1)=0$. Then

$$
\int_{0}^{1} x(s) \mathrm{d} f(s)=0 \quad \text { for any } \quad x \in W_{n}^{p} \quad \text { with } \quad x(0)=x(1)=0
$$

if and only if $f(t) \equiv 0$ on $[0,1]$.
Proof. Let us assume that $f(t) \neq 0$ on $[0,1]$, e.g. let $f\left(t_{0}\right) \neq 0$. Then $\operatorname{var}_{0}^{1} f$ $\geq\left|f(1)-f\left(t_{0}\right)\right|=\left|f\left(t_{0}\right)\right|>0$. Let $\varepsilon>0$ be such that $\alpha=\operatorname{var}_{0}^{1} f \geq 3 \varepsilon>0$. By the definition of a variation there exists a subdivision $\left\{0=t_{0}<t_{1}<\ldots<t_{m}=1\right\}$ of $[0,1]$ such that

$$
\sum_{\sigma}|\Delta f|=\sum_{j=1}^{q}\left|f\left(s_{j}\right)-f\left(s_{j-1}\right)\right|>\alpha-\varepsilon
$$

for any of its refinements $\sigma=\left\{0=s_{0}<s_{1}<\ldots<s_{q}=1\right\}$. In virtue of the onesided continuity of $f$ there exist $\tau_{j} \in(0,1) \quad(j=1,2, \ldots, m)$ such that $0<\tau_{0}<$ $<\tau_{1}<\ldots<\tau_{m}<1, t_{j-1}<\tau_{j-1}<t_{j}(j=1,2, \ldots, m-1), t_{m-1}<\tau_{m-1}<\tau_{m}<t_{m}=1$ and

$$
\sum_{j=0}^{m-1}\left|f\left(t_{j}\right)-f\left(\tau_{j}\right)\right|+\left|f(1)-f\left(\tau_{m}\right)\right| \leq \sum_{j=0}^{m-1} \operatorname{var}_{t_{j}}^{\tau_{j}} f+\operatorname{var}_{\tau_{m}}^{1} f<\varepsilon
$$

Putting $x(0)=0, x(t)=\operatorname{sign}\left(f\left(t_{j}\right)-f\left(\tau_{j-1}\right)\right)$ for $t \in\left[\tau_{j-1}, t_{j}\right](j=1,2, \ldots, m-1)$, $x(t)=\operatorname{sign}\left(f\left(\tau_{m}\right)-f\left(\tau_{m-1}\right)\right)$ for $t \in\left[\tau_{m-1}, \tau_{m}\right], x(1)=0$ and extending the definition of $x$ to the whole $[0,1]$ in such a way that $x$ is linear on the rest of $[0,1]$, we obtain

$$
\left|\sum_{j=0}^{m-1} \int_{\tau_{j}}^{\tau_{j}} x(s) \mathrm{d}[f(s)]+\int_{\tau_{m}}^{1} x(s) \mathrm{d}[f(s)]\right| \leq \sum_{j=0}^{m-1} \operatorname{var}_{t_{j}}^{\tau_{j}} f+\operatorname{var}_{\tau_{m}}^{1} f<\varepsilon .
$$

$$
\begin{aligned}
& \text { Hence } \\
& \qquad \begin{array}{l}
=\left|\int_{0}^{1} x(s) \mathrm{d}[f(s)]\right| \\
\sum_{j=1}^{m-1}\left|f\left(t_{j}\right)-f\left(\tau_{j-1}\right)\right|+\left|f\left(\tau_{m}\right)-f\left(\tau_{m-1}\right)\right|+\sum_{j=0}^{m-1} \int_{t_{j}}^{\tau_{j}} x(s) \mathrm{d}[f(s)]+\int_{\tau_{m}}^{1} x(s) \mathrm{d}[f(s)] \mid \\
\quad>\sum_{j=1}^{m-1}\left|f\left(t_{j}\right)-f\left(\tau_{j-1}\right)\right|+\left|f\left(\tau_{m}\right)-f\left(\tau_{m-1}\right)\right|-\varepsilon>\sum_{\sigma}|\Delta f|-2 \varepsilon>\alpha-3 \varepsilon>0,
\end{array}
\end{aligned}
$$

where $\sigma=\left\{0=t_{0}<\tau_{0}<t_{1}<\tau_{1}<\ldots<t_{m-1}<\tau_{m-1}<\tau_{m}<t_{m}=1\right\}$. Since obviously $x \in W^{p}$ and $x(0)=x(1)=0$, this completes the proof.

## 6. Variation of functions of two variables

Various definitions of the variation of functions of two or more variables are known., In our considerations we use one of them, the so called Vitali variation. This section is devoted to the definition of this sort of variation for functions of two variables and to the fundamental properties of functions with finite variation in this sense.

Let a nondegenerate interval $I=[a, b] \times[c, d] \subset R_{2}$ be given. We consider a real function $k: I \rightarrow R$ defined on $I$.

For a given subinterval $J=\left[a^{\prime}, b^{\prime}\right] \times\left[c^{\prime}, d^{\prime}\right] \subset I, a \leq a^{\prime} \leq b^{\prime} \leq b, c \leq c^{\prime} \leq d^{\prime} \leq d$ we set

$$
\begin{equation*}
m_{k}(J)=k\left(b^{\prime}, d^{\prime}\right)-k\left(b^{\prime}, c^{\prime}\right)-k\left(a^{\prime}, d^{\prime}\right)+k\left(a^{\prime}, c^{\prime}\right) . \tag{6,1}
\end{equation*}
$$

Let us define

$$
\begin{equation*}
\mathrm{v}_{I}(k)=\sup \sum_{i}\left|m_{k}\left(J_{i}\right)\right| \tag{6,2}
\end{equation*}
$$

where the supremum is taken over all finite systems of nonoverlapping intervals $J_{i} \subset I$ (i.e. for the interiors $J_{i}^{0}$ of the intervals $J_{i}$ we assume that $J_{i}^{0} \cap J_{j}^{0}=\emptyset$ whenever $i \neq j$ ).
6.1. Definition (Vitali). The real function $k: I \rightarrow R$ is of bounded variation on $I$ if $\mathrm{v}_{\mathrm{I}}(k)<+\infty$.
6.2. Remark. If on the interval $I=[a, b] \times[c, d]$ an $n \times n$-matrix $\boldsymbol{K}(s, t)=\left(k_{i j}(s, t)\right)$ $(i, j=1, \ldots, r)$ is given, i.e. $\boldsymbol{K}: I \rightarrow L\left(R_{n}\right)$, then we can set

$$
m_{K}(J)=\boldsymbol{K}\left(b^{\prime}, d^{\prime}\right)-\boldsymbol{K}\left(b^{\prime}, c^{\prime}\right)-\boldsymbol{K}\left(a^{\prime}, d^{\prime}\right)+\boldsymbol{K}\left(a^{\prime}, c^{\prime}\right)
$$

as above and define the number $\mathrm{v}_{\boldsymbol{I}}(\boldsymbol{K})=\sup \sum_{i}\left|m_{\boldsymbol{K}}\left(J_{i}\right)\right|$ in the same way as in $(6,2)$ where the norm in the sum on the right-hand side is some norm of an $n \times n$-matrix (cf. 1.1). For the case of the norm defined in 1.1 we have evidently $\mathrm{v}_{\boldsymbol{I}}\left(k_{i j}\right) \leq \mathrm{v}_{I}(\boldsymbol{K})$ for all $i, j=1,2, \ldots, n$.
6.3. Remark. Assume that $a=\alpha_{0}<\alpha_{1}<\ldots<\alpha_{k}=b, c=\gamma_{0}<\gamma_{1}<\ldots<\gamma_{l}=d$ are some finite subdivisions of the intervals $[a, b],[c, d]$ respectively. The finite system of subintervals

$$
J_{i j}=\left[\alpha_{i-1}, \alpha_{i}\right] \times\left[\gamma_{j-1}, \gamma_{j}\right], \quad i=1, \ldots, k, \quad j=1, \ldots, l
$$

is called a net-type subdivision of the interval $I=[a, b] \times[c, d]$. Evidently every net-type subdivision of $I$ is a finite system of nonoverlapping intervals.

It is easy to see that for every finite system of nonoverlapping intervals $J_{i} \subset I$ there is a net-type subdivision of $I$ such that every $J_{i}$ is the union of some of its elements. Using this fact it is not difficult to show that for the definition of $\mathrm{v}_{I}(k)$
from $(6,2)$ the supremum can be taken over all finite net-type subdivisions and the number $\mathrm{v}_{I}(k)$ remains unchanged.
6.4. Examples. Assume that $f \in B V[a, b], g \in B V[c, d]$. Then for $k(s, t)$ $=f(s) g(t):[a, b] \times[c, d] \rightarrow R$ we have by definition

Let us set

$$
\mathrm{v}_{[a, b] \times[c, d]}(k)=\operatorname{var}_{a}^{b} f \operatorname{var}_{c}^{d} g<\infty .
$$

$$
h(s, t)=0 \quad \text { for } \quad 0 \leq t<s \leq 1, \quad h(s, t)=1 \quad \text { for } \quad 0 \leq s \leq t \leq 1
$$

Then for every net-type subdivision $J_{i j}=\left[\alpha_{i-1}, \alpha_{i}\right] \times\left[\alpha_{j-1}, \alpha_{j}\right], i, j=1, \ldots, k$, $0=\alpha_{0}<\alpha_{1}<\ldots<\alpha_{k}=1$ we have

$$
\sum_{i, j=1}^{k}\left|m_{h}\left(J_{i, j}\right)\right|=\sum_{i=1}^{k}\left|m_{h}\left(J_{i, i}\right)\right|+\sum_{i=2}^{k}\left|m_{h}\left(J_{i, j-1}\right)\right|=2 k-1
$$

since $m_{h}\left(J_{i, i}\right)=1, m_{h}\left(J_{i, i-1}\right)=1$ and $m_{h}\left(J_{i, j}\right)=0$ if $j \neq i, i-1$. Hence $\mathrm{v}_{[0,1] \times[0,1]}(h)$ cannot be finite.

The following lemma can be easily verified.
6.5. Lemma. If $I_{j} \subset I \subset R_{2}, j=1, \ldots, m$ is a finite system of nonoverlapping intervals in $I$ and $k: I \rightarrow R$, then

$$
\begin{equation*}
\sum_{j=1}^{m} \mathrm{v}_{I_{j}}(k) \leq \mathrm{v}_{I}(k) . \tag{6,3}
\end{equation*}
$$

6.6. Lemma. Let $k: I=[a, b] \times[c, d] \rightarrow R$ be given such that $\mathrm{v}_{I}(k)<\infty$, $\operatorname{var}_{a}^{b} k\left(., \gamma_{0}\right)<\infty$ for some $\gamma_{0} \in[c, d]$, i.e. $k\left(., \gamma_{0}\right) \in B V[a, b]$ for some $\gamma_{0} \in[c, d]$. Then $k(., \gamma) \in B V[a, b]$ for all $\gamma \in[c, d]$ and

$$
\begin{equation*}
\operatorname{var}_{a}^{b} k(., \gamma) \leq \mathrm{v}_{I}(k)+\operatorname{var}_{a}^{b} k\left(., \gamma_{0}\right) . \tag{6,4}
\end{equation*}
$$

If $k:[a, b] \times[c, d] \rightarrow R$ and $\gamma \in[c, d]$ is fixed, then we denote the usual variation of the function $k(s, \gamma)$ in the interval $[a, b]$ by $\operatorname{var}_{a}^{b} k(., \gamma)$. Similarly for $\operatorname{var}_{c}^{d} k(\alpha,$. where $\alpha \in[a, b]$ is fixed.
Proof. For any $\gamma, \gamma_{0} \in[c, d], \alpha_{j-1}, \alpha_{j} \in[a, b]$ we have

$$
\left|k\left(\alpha_{j}, \gamma\right)-k\left(\alpha_{j-1}, \gamma\right)\right| \leq\left|m_{J_{j}}(k)\right|+\left|k\left(\alpha_{j}, \gamma_{0}\right)-k\left(\alpha_{j-1}, \gamma_{0}\right)\right|
$$

where $J_{j}=\left[\alpha_{j-1}, \alpha_{j}\right] \times\left[\gamma_{0}, \gamma\right]$. Hence for each finite decomposition $a=\alpha_{0}<\alpha_{1}$ $<\ldots<\alpha_{k}=b$ we have

$$
\begin{gathered}
\sum_{j=1}^{k}\left|k\left(\alpha_{j}, \gamma\right)-k\left(\alpha_{j-1}, \gamma\right)\right| \\
\leq \sum_{j=1}^{k}\left|m_{J_{j}}(k)\right|+\sum_{j=1}^{k}\left|k\left(\alpha_{j}, \gamma_{0}\right)-k\left(\alpha_{j-1}, \gamma_{0}\right)\right| \leq \mathrm{v}_{I}(k)+\operatorname{var}_{a}^{b} k\left(., \gamma_{0}\right)
\end{gathered}
$$

and this inequality implies $(6,4)$.

For a given $k: I \rightarrow R, I=[a, b] \times[c, d]$ we put

$$
\begin{equation*}
\omega_{1}(a)=0, \quad \omega_{1}(\sigma)=\mathrm{v}_{[a, \sigma] \times[c, d]}(k) \quad \text { for } \quad \sigma \in(a, b] \tag{6,5}
\end{equation*}
$$

and similarly

$$
\begin{equation*}
\omega_{2}(c)=0, \quad \omega_{2}(\tau)=\mathrm{v}_{[a, b] \times[c, \tau]}(k) \quad \text { for } \quad \tau \in(c, d] . \tag{6,6}
\end{equation*}
$$

6.7. Lemma. The function $\omega_{1}:[a, b] \rightarrow R$ from (6,5) is nondecreasing on $[a, b]$, $\omega_{1}(b)=\mathrm{v}_{\mathrm{I}}(k)$; hence $\omega_{1} \in B V[a, b]$ if $\mathrm{v}_{\mathrm{I}}(k)<+\infty$. Similarly for the function $\omega_{2}:[c, d] \rightarrow R$ from $(6,6)$.

The proof follows easily from the definitions.
6.8. Lemma. If $k: I \rightarrow R, \quad I=[a, b] \times[c, d], \quad \mathrm{v}_{I}(k)<\infty$ and $\operatorname{var}_{a}^{b} k(., c)<\infty$, then the set of discontinuity points of $k$ in the first variable $s$ lies on a denumerable system of lines in $I$, which are parallel to the $t$-axis.
Proof. For any $s, s_{0} \in[a, b], t \in[c, d]$ we have

$$
\begin{gathered}
\left|k(s, t)-k\left(s_{0}, t\right)\right| \leq\left|k(s, t)-k(s, c)-k\left(s_{0}, t\right)+k\left(s_{0}, c\right)\right|+\left|k(s, c)-k\left(s_{0}, c\right)\right| \\
\leq\left|\omega_{1}(s)-\omega_{1}\left(s_{0}\right)\right|+\left|\operatorname{var}_{a}^{s} k(., c)-\operatorname{var}_{a}^{s_{0}} k(., c)\right|
\end{gathered}
$$

where $\omega_{1}:[a, b] \rightarrow R$ is given by $(6,5)$. Since $\omega_{1} \in B V[a, b]$ by 6.7 and the function $\operatorname{var}_{a}^{s} k(., c)$ is also of bounded variation on $[a, b]$, the above inequality gives that there exists an at most denumerable set of points $M \subset[a, b]$ such that $\lim _{s \rightarrow s_{0}} k(s, t)$ $=k\left(s_{0}, t\right)$ whenever $s_{0} \in[a, b] \backslash M$ and $t \in[c, d]$ are arbitrary. This yields our proposition.
6.9. Lemma. If $k: I \rightarrow R, \mathrm{v}_{I}(k)<\infty, \operatorname{var}_{a}^{b} k(., c)<\infty$, $\operatorname{var}_{c}^{d} k(a,)<.\infty$, then the set of discontinuities of $k$ in $I=[a, b] \times[c, d]$ lies on a denumerable set of lines in $I$ parallel to the coordinate axes.

This proposition is proved in Hildebrandt [1], III.5.4. If $k(s, t)$ satisfies the assumptions of 6.8 then $h(s, t)=k(s, t)-k(a, t)$ satisfies the assumptions of 6.9 and 6.8 is a corollary of 6.9 .
6.10. Lemma. If $k: I \rightarrow R, I=[a, b] \times[c, d], \mathrm{v}_{I}(k)<+\infty$, then for an arbitrary subdivision $c=\gamma_{0}<\gamma_{1}<\ldots<\gamma_{l}=d$ and any two points $s_{1}, s_{2} \in[a, b]$ we have

$$
\left|\sum_{j=1}^{l}\left[\operatorname{var}_{a}^{s_{2}}\left(k\left(., \gamma_{j}\right)-k\left(., \gamma_{j-1}\right)\right)-\operatorname{var}_{a}^{s_{1}}\left(k\left(., \gamma_{j}\right)-k\left(., \gamma_{j-1}\right)\right)\right]\right| \leq\left|\omega_{1}\left(s_{2}\right)-\omega_{1}\left(s_{1}\right)\right|
$$

where $\omega_{1}:[a, b] \rightarrow R$ is defined by $(6,5)$.
Proof. Let us set $h(s, t)=k(s, t)-k(s, c)$ for $(s, t) \in I$. Then $h(s, c)=0$ for any $s \in[a, b]$ and by $6.6 \operatorname{var}_{a}^{b} h(., t)<\infty$ for any $t \in[c, d]$ because evidently $\mathrm{v}_{I}(h)<\infty$. Hence vara $h(., t)$ is finite for any $s \in[a, b], t \in[c, d]$. For any $j=1, \ldots, l$ we have
$h\left(s, \gamma_{j}\right)-h\left(s, \gamma_{j-1}\right)=k\left(s, \gamma_{j}\right)-k\left(s, \gamma_{j-1}\right)$ and $\operatorname{var}_{a}^{s}\left(k\left(., \gamma_{j}\right)-k\left(., \gamma_{j-1}\right)\right)$ is also finite for every $s \in[0,1]$. This implies that for any $j=1, \ldots, l$ we have

$$
\begin{aligned}
& \left|\operatorname{var}_{a}^{s_{2}^{2}}\left(k\left(., \gamma_{j}\right)-k\left(., \gamma_{j-1}\right)\right)-\operatorname{var}_{a}^{s_{1}}\left(k\left(., \gamma_{j}\right)-k\left(., \gamma_{j-1}\right)\right)\right| \\
& \quad \leq\left|\operatorname{var}_{s_{1}}^{s_{2}}\left(k\left(., \gamma_{j}\right)-k\left(., \gamma_{j-1}\right)\right)\right| \leq v_{\left[s_{1}, s_{2}\right] \times\left[\gamma_{j-1, ~}, \gamma_{j}\right.}(k) .
\end{aligned}
$$

By 6.5 we obtain the inequality

$$
\begin{gathered}
\sum_{j=1}^{l} \mathrm{v}_{\left[s_{1}, s_{2}\right] \times\left[\gamma_{j}-1, \gamma_{j}\right]}(k) \leq \mathrm{v}_{\left[s_{1}, s_{2}\right] \times[c, d]}(k) \\
\leq\left|\mathrm{v}_{\left[a, s_{2}\right] \times[c, d]}(k)-\mathrm{v}_{\left[a, s_{1}\right] \times[c, d]}(k)\right|=\left|\omega_{1}\left(s_{2}\right)-\omega_{1}\left(s_{1}\right)\right|
\end{gathered}
$$

which yields our result.
6.11. Lemma. If $k: I \rightarrow R, I=[a, b] \times[c, d], \mathrm{v}_{I}(k)<\infty$ and for some $s_{0} \in[a, b]$ the relation

$$
\begin{equation*}
\lim _{s \rightarrow s_{0} \pm}\left|k(s, t)-k\left(s_{0}, t\right)\right|=0 \tag{6,7}
\end{equation*}
$$

holds for all $t \in[c, d]$, then

$$
\begin{equation*}
\lim _{s \rightarrow s_{0} \pm} \omega_{1}(s)=\omega_{1}\left(s_{0}\right) \tag{6,8}
\end{equation*}
$$

where $\omega_{1}:[a, b] \rightarrow R$ is defined by (6.5).
This is proved in Schwabik [2], Lemma 2.1.
6.12. Remark. If for $k: I \rightarrow R$ we have $\mathrm{v}_{I}(k)<\infty$ and $\operatorname{var}_{a}^{b} k(., c)<\infty$, then by 6.8 the relation $(6,7)$ is satisfied for all $s_{0} \in[a, b]$ except for a denumerable set of points in $[a, b]$. Moreover, in this case $k(., t) \in B V[a, b]$ for every $t \in[c, d]$ (cf. 6.6). Hence by the elementary properties of functions of bounded variation the onesided limits $\lim _{\sigma \rightarrow s_{0}+} k(\sigma, t)=k\left(s_{0}+, t\right), \lim _{\sigma \rightarrow s_{0}-} k(\sigma, t)=k\left(s_{0}-, t\right)$ exist for every $s_{0} \in[a, b)$, $s_{0} \in(a, b]$, respectively, and for every $t \in[c, d]$.
6.13. Lemma. If $k: I \rightarrow R(I=[a, b] \times[c, d])$ is given, then for every $s_{1}, s_{2} \in[a, b]$ we have

$$
\begin{equation*}
\operatorname{var}_{c}^{d}\left(k\left(s_{2}, .\right)-k\left(s_{1}, .\right)\right) \leq\left|\omega_{1}\left(s_{2}\right)-\omega_{1}\left(s_{1}\right)\right| \tag{6,9}
\end{equation*}
$$

where $\omega_{1}:[a, b] \rightarrow R$ is defined in $(6,5)$.
Proof. For an arbitrary subdivision $c=\gamma_{0}<\gamma_{1}<\ldots<\gamma_{l}=d$ we have by 6.5

$$
\begin{gathered}
\sum_{j=1}^{l}\left|k\left(s_{2}, \gamma_{j}\right)-k\left(s_{1}, \gamma_{j}\right)-k\left(s_{2}, \gamma_{j-1}\right)+k\left(s_{1}, \gamma_{j-1}\right)\right| \\
\leq \mathrm{v}_{\left[s_{1}, s_{2}\right] \times[c, d]}(k) \leq\left|\mathrm{v}_{\left[a, s_{2}\right] \times[c, d]}(k)-\mathrm{v}_{\left[a, s_{1}\right] \times[c, d]}(k)\right|=\left|\omega_{1}\left(s_{2}\right)-\omega_{1}\left(s_{1}\right)\right|
\end{gathered}
$$

and proceeding to the supremum for all finite subdivisions of $[c, d]$ we obtain $(6,9)$.
6.14. Lemma. Assume that $k: I \rightarrow R(I=[a, b] \times[c, d])$ is given with $\mathrm{v}_{I}(k)<\propto$ and for some $s_{0} \in[a, b)$ the limit

$$
\begin{equation*}
\lim _{s \rightarrow s_{0}+} k(s, t)=k\left(s_{0}+, t\right) \tag{6,10}
\end{equation*}
$$

exists for every $t \in[c, d]$. Then

$$
\lim _{\delta \rightarrow 0+} \operatorname{var}_{c}^{d}\left(k\left(s_{0}+\delta, .\right)-k\left(s_{0}+, .\right)\right)=0 .
$$

Proof. Define $k^{0}: I \rightarrow R$ such that $k^{0}(s, t)=k(s, t)$ if $(s, t) \in I, s \neq s_{0}$ and $k^{0}\left(s_{0}, t\right)$ $=k\left(s_{0}+, t\right)$. Since $\operatorname{var}_{c}^{d}\left(k\left(s_{0}+,.\right)-k\left(s_{0},.\right)\right)<\infty$ we obtain $\mathrm{v}_{\mathrm{I}}\left(k^{0}\right)<\infty$. Let $\omega_{1}^{0}:[a, b] \rightarrow R, \quad \omega_{1}^{0}(a)=0, \quad \omega_{1}^{0}(\sigma)=\mathrm{v}_{[a, \sigma] \times[c, d]}\left(k^{0}\right) \quad$ for $\quad \sigma \in(a, b]$. Since $\lim _{s \rightarrow s_{0}+}\left(k^{0}(s, t)-k^{0}\left(s_{0}, t\right)\right)=0$ for every $t \in[c, d]$, we have by $6.11 \lim _{s \rightarrow s_{0}+} \omega_{1}^{0}(s)=\omega_{1}^{0}\left(s_{0}\right)$. For every $\delta>0$ such that $s_{0}+\delta \in[a, b]$ we have by 6.13

$$
\begin{gathered}
\operatorname{var}_{\mathrm{c}}^{d}\left(k^{0}\left(s_{0}+\delta, .\right)-k^{0}\left(s_{0}, .\right)\right)=\operatorname{var}_{c}^{d}\left(k\left(s_{0}+\delta, .\right)-k\left(s_{0}+, .\right)\right) \\
\leq\left|\omega_{1}^{0}\left(s_{0}+\delta\right)-\omega_{1}^{0}\left(s_{0}\right)\right| .
\end{gathered}
$$

The limitation process $\delta \rightarrow 0+$ yields our result.
6.15. Corollary. If $k: I \rightarrow R \quad(I=[a, b] \times[c, d])$ is such that $\mathrm{v}_{I}(k)<\infty$ and $\operatorname{var}_{a}^{b} k(., c)<\infty$, then for any $s_{0} \in[a, b)$ we have

$$
\operatorname{var}_{c}^{d}\left(k\left(s_{0}+, .\right)-k\left(s_{0}, .\right)\right) \leq \omega_{1}\left(s_{0}+\right)-\omega_{1}\left(s_{0}\right)
$$

where $\omega_{1}:[a, b] \rightarrow R$ is given by $(6,5)$.
Proof. The assumptions assure by 6.6 that $\operatorname{var}_{a}^{b} k(., t)<\infty$ for every $t \in[c, d]$ and consequently the limit $\lim _{s \rightarrow s_{0}+} k(s, t)=k\left(s_{0}+, t\right)$ exist for every $t \in[c, d]$. The statement follows immediately from 6.13.
6.16. Corollary. If $k: I \rightarrow R, \mathrm{v}_{I}(k)<\infty, \operatorname{var}_{a}^{b} k(., c)<\infty$, then for any $s_{0} \in[a, b)$ we have

$$
\lim _{\delta \rightarrow 0+} \sup _{t \in[c, d]}\left|k\left(s_{0}+\delta, t\right)-k\left(s_{0}+, t\right)\right|=0,
$$

i.e.

$$
\lim _{\delta \rightarrow 0+} k\left(s_{0}+\delta, t\right)=k\left(s_{0}+, t\right) \quad \text { uniformly in }[c, d] .
$$

Proof. For any $t \in[c, d]$ we have evidently
$\left|k\left(s_{0}+\delta, t\right)-k\left(s_{0}+, t\right)\right| \leq\left|k\left(s_{0}+\delta, c\right)-k\left(s_{0}+, c\right)\right|+\operatorname{var}_{c}^{d}\left(k\left(s_{0}+\delta,.\right)-k\left(s_{0}+,.\right)\right)$ and our result follows immediately from the fact that $\lim _{s \rightarrow s_{0}+} k(s, c)=k\left(s_{0}+, c\right)$ exists and from 6.14.
6.17. Remark. It is easy to see that the statements from $6.14,6.15$ and 6.16 are also reformulable for the case of left-hand limits.

Further it is clear that 6.4-6.16 are also valid if the real function $k: I \rightarrow R$ is replaced by a matrix valued function $\boldsymbol{K}(s, t)=\left(k_{i j}(s, t)\right)$. If some continuity properties are needed, then the usual norm of a matrix is used. Compare also 6.2.
6.18. Theorem. Let $k: I \rightarrow R, I=[a, b] \times[c, d]$ be given. Let us suppose that $\mathrm{v}_{\mathrm{I}}(k)<+\infty$ and $\operatorname{var}_{c}^{d} k(a,)<.\infty$.

If $g \in B V[c, d]$, then the integral

$$
\begin{equation*}
\int_{c}^{d} g(t) \mathrm{d}_{t}[k(s, t)] \tag{6,12}
\end{equation*}
$$

exists for every $s \in[a, b]$. For any $s \in[a, b]$ the inequality

$$
\begin{equation*}
\left|\int_{c}^{d} g(t) \mathrm{d}_{t}[k(s, t)]\right| \leq \int_{c}^{d}|g(t)| \mathrm{d}_{t}\left[\operatorname{var}_{c}^{t} k(s, .)\right] \leq \sup _{t \in[c, d]}|g(t)| \operatorname{var}_{c}^{d} k(s, .) \tag{6,13}
\end{equation*}
$$

holds and moreover

$$
\begin{equation*}
\operatorname{var}_{a}^{b}\left(\int_{c}^{d} g(t) \mathrm{d}_{t}[k(., t)]\right) \leq \int_{c}^{d}|g(t)| \mathrm{d} \omega_{2}(t) \leq \sup _{t \in[\mathrm{c}, d]}|g(t)| \mathrm{v}_{I}(k) \tag{6,14}
\end{equation*}
$$

where $\omega_{2}:[c, d] \rightarrow R$ is defined by $(6,6)$. Thus the integral $(6,12)$ as a function of the variable $s$ belongs to $B V[a, b]$.

Proof. By $6.6 k(s,.) \in B V[c, d]$ for every $s \in[a, b]$. Hence by 4.19 the integral $(6,12)$ exists for every $s \in[a, b]$. The inequality $(6,13)$ follows immediately from 4.27. In order to prove $(6,14)$ we assume that an arbitrary subdivision $a=\alpha_{0}<\alpha_{1}$ $<\ldots<\alpha_{k}=b$ of the interval $[a, b]$ is given. By 4.27 we have

$$
\left|\int_{c}^{d} g(t) \mathrm{d}_{t}\left[k\left(\alpha_{i}, t\right)-k\left(\alpha_{i-1}, t\right)\right]\right| \leq \int_{c}^{d}|g(t)| \mathrm{d}\left(\operatorname{var}_{c}^{t}\left(k\left(\alpha_{i}, .\right)-k\left(\alpha_{i-1}, .\right)\right)\right) .
$$

Consequently

$$
\begin{gather*}
\sum_{i=1}^{k}\left|\int_{c}^{d} g(t) \mathrm{d}_{t}\left[k\left(\alpha_{i}, t\right)-k\left(\alpha_{i-1}, t\right)\right]\right|  \tag{6,15}\\
\leq \int_{c}^{d}|g(t)| \mathrm{d}\left(\sum_{i=1}^{k} \operatorname{var}_{c}^{t}\left(k\left(\alpha_{i}, .\right)-k\left(\alpha_{i-1}, .\right)\right)\right) .
\end{gather*}
$$

Using 6.10 we obtain for all $t, \tau \in[a, b]$

$$
\begin{gathered}
|t-\tau||g(\tau)|\left|\sum_{i=1}^{k} \operatorname{var}_{c}^{t}\left(k\left(\alpha_{i}, .\right)-k\left(\alpha_{i-1}, .\right)\right)-\sum_{i=1}^{k} \operatorname{var}_{c}^{\tau}\left(k\left(\alpha_{i}, .\right)-k\left(\alpha_{i-1}, .\right)\right)\right| \\
\leq(t-\tau)|g(\tau)|\left(\omega_{2}(t)-\omega_{2}(\tau)\right)
\end{gathered}
$$

since $\omega_{2}:[c, d] \rightarrow R$ is nondecreasing and consequently 4.26 gives the estimate

$$
\int_{c}^{d}|g(t)| \mathrm{d}\left(\sum_{i=1}^{k} \operatorname{var}_{c}^{t}\left(k\left(\alpha_{i}, .\right)-k\left(\alpha_{i-1}, .\right)\right)\right) \leq \int_{c}^{d}|g(t)| \mathrm{d} \omega_{2}(t) .
$$

Since this holds for every subdivision of $[a, b]$ we get by $(6,15)$ the inequality

$$
\operatorname{var}_{a}^{b}\left(\int_{c}^{d} g(t) \mathrm{d}_{t}[k(., t)]\right) \leq \int_{c}^{d}|g(t)| \mathrm{d} \omega_{2}(t)
$$

By 4.27 we have

$$
\int_{c}^{d}|g(t)| \mathrm{d} \omega_{2}(t) \leq \sup _{t \in[c, d]}|g(t)| \operatorname{var}_{c}^{d} \omega_{2}=\sup _{t \in[, d]}|g(t)| \mathrm{v}_{I}(k) .
$$

6.19. Corollary. If the assumptions of 6.18 are satisfied, then

$$
\begin{equation*}
\sup _{s \in[a, b]}\left|\int_{c}^{d} g(t) \mathrm{d}_{t}[k(s, t)]\right| \leq \sup _{t \in[c, d]}|g(t)|\left(\operatorname{var}_{c}^{d} k(a, .)+\mathrm{v}_{I}(k)\right) . \tag{6,16}
\end{equation*}
$$

Proof. For any $s \in[a, b]$ we have by 4.27

$$
\begin{gathered}
\left|\int_{c}^{d} g(t) \mathrm{d}_{t}[k(s, t)]\right| \leq\left|\int_{c}^{d} g(t) \mathrm{d}_{t}[k(a, t)]\right|+\operatorname{var}_{a}^{b}\left(\int_{c}^{d} g(t) \mathrm{d}_{t}[k(., t)]\right) \\
\quad \leq \sup _{t \in[c, d]}|g(t)| \operatorname{var}_{c}^{d} k(a, .)+\operatorname{var}_{a}^{b}\left(\int_{c}^{d} g(t) \mathrm{d}_{t}[k(., t)]\right) .
\end{gathered}
$$

$(6,16)$ follows now easily from $(6,14)$.
6.20. Theorem. Let $k: I=[a, b] \times[c, d] \rightarrow R$ be given. Suppose that $\mathrm{v}_{I}(k)<\infty$, $\operatorname{var}_{c}^{d} k(a,)<.\infty$ and $\operatorname{var}_{a}^{b} k(., c)<\infty$. If $f \in B V[a, b], g \in B V[c, d]$, then

$$
\begin{equation*}
\int_{c}^{d} g(t) \mathrm{d}_{t}\left(\int_{a}^{b} k(s, t) \mathrm{d} f(s)\right)=\int_{a}^{b}\left(\int_{c}^{d} g(t) \mathrm{d}_{t}[k(s, t)]\right) \mathrm{d} f(s) \tag{6,17}
\end{equation*}
$$

holds and the integrals on both sides of $(6,17)$ exist.
Proof. By $6.18 \int_{c}^{d} g(t) \mathrm{d}_{t}[k(., t)] \in B V[a, b]$ and 4.19 yields the existence of the integral on the right-hand side of $(6,17)$. By 6.6 we obtain $k(., t) \in B V[a, b]$ for every $t \in[c, d]$ and by 4.19 also the existence of the integral $\int_{a}^{b} k(s, t) \mathrm{d} f(s)$ for any $t \in[c, d]$. Let $c=\gamma_{0}<\gamma_{1}<\ldots<\gamma_{l}=d$ be an arbitrary subdivision of [ $\left.c, d\right]$. For any $s \in[a, b]$ and $i=1, \ldots, l$ we have

$$
\begin{gathered}
\left|k\left(s, \gamma_{i}\right)-k\left(s, \gamma_{i-1}\right)\right| \\
\leq\left|k\left(s, \gamma_{i}\right)-k\left(a, \gamma_{i}\right)-k\left(s, \gamma_{i-1}\right)+k\left(a, \gamma_{i-1}\right)\right|+\left|k\left(a, \gamma_{i}\right)-k\left(a, \gamma_{i-1}\right)\right| \\
\leq \mathrm{v}_{[a, c] \times\left[\gamma_{i-1}, \gamma_{i}\right]}(k)+\left|k\left(a, \gamma_{i}\right)-k\left(a, \gamma_{i-1}\right)\right| .
\end{gathered}
$$

Hence by 4.27 and 6.5

$$
\begin{gathered}
\sum_{i=1}^{l}\left|\int_{a}^{b}\left(k\left(s, \gamma_{i}\right)-k\left(s, \gamma_{i-1}\right)\right) \mathrm{d} f(s)\right| \\
\leq \sum_{i=1}^{l}\left[\mathrm{v}_{[a, b] \times\left[\gamma_{i-1}, \gamma_{i}\right]}(k)+\left|k\left(a, \gamma_{i}\right)-k\left(a, \gamma_{i-1}\right)\right|\right] \operatorname{var}_{a}^{b} f \\
\leq\left(\mathrm{v}_{I}(k)+\operatorname{var}_{c}^{d} k(a, .)\right) \operatorname{var}_{a}^{b} f<\infty .
\end{gathered}
$$

Taking the supremum over all finite subdivisions of $[c, d]$ on the left-hand side of this inequality we obtain

$$
\begin{equation*}
\operatorname{var}_{c}^{d}\left(\int_{a}^{b} k(s, .) \mathrm{d} f(s)\right) \leq\left(\mathrm{v}_{I}(k)+\operatorname{var}_{c}^{d} k(a, .)\right) \operatorname{var}_{a}^{b} f<\infty . \tag{6,18}
\end{equation*}
$$

From 4.27 the existence of the integral on the left-hand side of $(6,17)$ follows.
Let now $\alpha \in[c, d]$ and let $\psi_{\alpha}^{+}(t)$ be the simple jump function defined for $t \in[c, d]$ (see 4.20). By 4.21 we have

$$
\int_{c}^{d} \psi_{\alpha}^{+}(t) \mathrm{d}_{t}[k(s, t)]=k(s, d)-k(s, \alpha+)
$$

and

$$
\begin{equation*}
\int_{a}^{b}\left(\int_{c}^{d} \psi_{\alpha}^{+}(t) \mathrm{d}_{l}[k(s, t)]\right) \mathrm{d} f(s)=\int_{a}^{b}(k(s, d)-k(s, \alpha+)) \mathrm{d} f(s) . \tag{6,19}
\end{equation*}
$$

On the other hand, we have by 4.21

$$
\begin{gather*}
\int_{c}^{d} \psi_{\alpha}^{+}(t) \mathrm{d}_{t}\left[\int_{a}^{b} k(s, t) \mathrm{d} f(s)\right]=\int_{a}^{b} k(s, d) \mathrm{d} f(s)-\lim _{\delta \rightarrow 0+} \int_{a}^{b} k(s, \alpha+\delta) \mathrm{d} f(s)  \tag{6,20}\\
=\lim _{\delta \rightarrow 0+} \int_{a}^{b}(k(s, d)-k(s, \alpha+\delta)) \mathrm{d} f(s) .
\end{gather*}
$$

By 4.27 we have

$$
\left|\int_{a}^{b}(k(s, \alpha+)-k(s, \alpha+\delta)) \mathrm{d} f(s)\right| \leq \sup _{s \in[a, b]}|k(s, \alpha+)-k(s, \alpha+\delta)| \operatorname{var}_{a}^{b} f
$$

and by 6.16 we obtain

$$
\lim _{\delta \rightarrow 0+} \int_{a}^{b}(k(s, \alpha+)-k(s, \alpha+\delta)) \mathrm{d} f(s)=0
$$

Hence by $(6,20)$

$$
\int_{c}^{d} \psi_{a}^{+}(t) \mathrm{d}_{t}\left[\int_{a}^{b} k(s, t) \mathrm{d} f(s)\right]=\int_{a}^{b}(k(s, d)-k(s, \alpha+)) \mathrm{d} f(s)
$$

and this together with $(6,19)$ yields that for $g=\psi_{\alpha}^{+}$the equality $(6,17)$ is satisfies

In the same way it can be proved that $(6,17)$ holds if we set $g(t)=\psi_{\alpha}^{-}(t)$, where $\psi_{\alpha}^{-}$is the simple jump function given by $(4,13)$. From these facts and from the linearity of the integral it is now clear that $(6,17)$ holds whenever $g \in B V[c, d]$ is a finite step function (cf. 4.20).

Let now $g \in B V[c, d]$. There is a sequence $g_{l} \in B V[c, d], l=1,2, \ldots$ of finite step functions such that $\lim _{t \rightarrow \infty} g_{l}(t)=g(t)$ uniformly on $[c, d]$ (see Aumann [1], 7.3.2.1).

Since by $(6,18)$ it is $\int_{a}^{b} k(s,) \mathrm{d} f.(s) \in B V[c, d]$, we have by 4.17

$$
\begin{equation*}
\lim _{l \rightarrow \infty} \int_{c}^{d} g_{l}(t) \mathrm{d}_{t}\left(\int_{a}^{b} k(s, t) \mathrm{d} f(s)\right)=\int_{c}^{d} g(t) \mathrm{d}_{t}\left(\int_{a}^{b} k(s, t) \mathrm{d} f(s)\right) . \tag{6,21}
\end{equation*}
$$

Further by 6.19 we obtain

$$
\sup _{s \in[a, b]}\left|\int_{c}^{d}\left(g(t)-g_{l}(t)\right) d_{t}[k(s, t)]\right| \leq \sup _{t \in[c, d]}\left|g(t)-g_{l}(t)\right|\left(\operatorname{var}_{a}^{d} k(a, .)+v_{I}(k)\right) .
$$

Hence

$$
\lim _{t \rightarrow \infty} \int_{c}^{d} g_{l}(t) \mathrm{d}_{t}[k(s, t)]=\int_{c}^{d} g(t) \mathrm{d}_{t}[k(s, t)]
$$

uniformly on $[a, b]$ and by 4.17 the relation

$$
\begin{equation*}
\lim _{l \rightarrow \infty} \int_{a}^{b}\left(\int_{c}^{d} g_{l}(t) \mathrm{d}_{t}[k(s, t)]\right) \mathrm{d} f(s)=\int_{a}^{b}\left(\int_{c}^{d} g(t) \mathrm{d}_{t}[k(s, t)]\right) \mathrm{d} f(s) \tag{6,22}
\end{equation*}
$$

holds. Since $g_{l}$ are finite step functions we have for any $l=1,2, \ldots$

$$
\int_{a}^{b}\left(\int_{c}^{d} g_{l}(t) \mathrm{d}_{t}[k(s, t)]\right) \mathrm{d} f(s)=\int_{c}^{d} g_{l}(t) \mathrm{d}_{t}\left(\int_{a}^{b} k(s, t) \mathrm{d} f(s)\right)
$$

as was shown above. Consequently, by $(6,21)$ and $(6,22)$ we obtain the desired equality $(6,17)$ and the proof is complete.
6.21. Remark. If all assumptions of 6.20 are satisfied, then it can be proved that the equality

$$
\begin{equation*}
\int_{c}^{d} g(t) \mathrm{d}_{t}\left(\int_{a}^{b} f(s) \mathrm{d}_{s}[k(s, t)]=\int_{a}^{b} f(s) \mathrm{d}_{s}\left(\int_{c}^{d} g(t) \mathrm{d}_{t}[k(s, t)]\right)\right. \tag{6,23}
\end{equation*}
$$

also holds (see Schwabik [2]).
6.22. Theorem. Let $K(s, t): I=[a, b] \times[c, d] \rightarrow L\left(R_{n}\right)$ be given, $K(s, t)=\left(k_{i j}(s, t)\right)$, $i, j=1, \ldots, n$. Suppose that $\mathbf{v}_{I}(\boldsymbol{K})<\infty$, $\operatorname{var}_{c}^{d} \boldsymbol{K}(a,)<.\infty, \operatorname{var}_{a}^{b} \boldsymbol{K}(., c)<\infty$. If $\mathbf{x} \in B V_{n}[c, d], \mathbf{y} \in B V_{n}[a, b]$, then the equality

$$
\begin{equation*}
\int_{a}^{b}\left(\int_{c}^{d} \mathrm{~d}_{t}[\boldsymbol{K}(s, t)] \mathbf{x}(t)\right)^{*} \mathrm{~d} \boldsymbol{y}(s)=\int_{c}^{d} \mathbf{x}^{*}(t) \mathrm{d}_{t}\left(\int_{a}^{b} \boldsymbol{K}^{*}(s, t) \mathrm{d} \boldsymbol{y}(s)\right) \tag{6,24}
\end{equation*}
$$

holds and the integrals on both sides of $(6,24)$ exist.

Proof. By definition we have

$$
\begin{gather*}
\int_{a}^{b}\left(\int_{c}^{d} \mathrm{~d}_{t}[\boldsymbol{K}(s, t)] \mathbf{x}(t)\right)^{*} \mathrm{~d} \boldsymbol{y}(s)  \tag{6,25}\\
=\sum_{i=1}^{n} \int_{a}^{b}\left(\sum_{j=1}^{n} \int_{c}^{d} x_{j}(t) \mathrm{d}_{t}\left[k_{i j}(s, t)\right]\right) \mathrm{d} y_{i}(s)=\sum_{i=1}^{n} \sum_{j=1}^{n} \int_{a}^{b}\left(\int_{c}^{d} x_{j}(t) \mathrm{d}_{t}\left[k_{i j}(s, t)\right]\right) \mathrm{d} y_{i}(s)
\end{gather*}
$$

Since all $x_{j}, y_{i}, k_{i j}, i, j=1, \ldots, n$ satisfy the assumptions of 6.20 we can use this theorem for the interchanging of the order of integrations in the expression $(6,25)$. If we do this we obtain

$$
\begin{aligned}
& \int_{a}^{b}\left(\int_{c}^{d} \mathrm{~d}_{t}[\boldsymbol{K}(s, t)] \boldsymbol{x}(t)\right)^{*} \mathrm{~d} \boldsymbol{y}(s)=\sum_{i=1}^{n} \sum_{j=1}^{n} \int_{c}^{d} x_{j}(t) \mathrm{d}_{t}\left(\int_{a}^{b} k_{i j}(s, t) \mathrm{d} y_{i}(s)\right) \\
& =\sum_{j=1}^{n} \int_{c}^{d} x_{j}(t) \mathrm{d}_{t}\left(\int_{a}^{b} \sum_{i=1}^{n} k_{i j}(s, t) \mathrm{d} y_{i}(s)\right)=\int_{c}^{d} \mathbf{x}^{*}(t) \mathrm{d}_{t}\left(\int_{a}^{b} \boldsymbol{K}^{*}(s, t) \mathrm{d} \mathbf{y}(s)\right)
\end{aligned}
$$

and $(6,24)$ is proved.
6.23. Remark. A similar formulation in terms of a matrix valued function $K$ and vectors $\boldsymbol{x}, \boldsymbol{y}$ can be given for the equality $(6,23)$ from 6.21 .
6.24. Remark. In this paragraph only such results on functions of bounded variation in two variables are presented which are in some manner used in the forthcomming investigations of integral equations in the space $B V_{n}$. For the reader interested in this topic we refer to further results contained in the book Hildebrandt [1], III.4. (for example Helly's Choice Theorem, Jordan decomposition, etc.).
6.25. Remark. Let $I=[a, b] \times[c, d]$ be given. Let us denote by $\operatorname{SBV}(I)$ the set of all functions $k: I \rightarrow R$ such that $\mathrm{v}_{I}(K)<\infty, \operatorname{var}_{a}^{b} k(., c)<\infty, \operatorname{var}_{c}^{d} k(a,)<.\infty$. $S B V(I)$ is evidently a linear set. $S B V(I)$ can be normed by setting

$$
\|k\|=|k(a, c)|+\operatorname{var}_{a}^{b} k(., c)+\operatorname{var}_{c}^{d} k(a, .)+\mathrm{v}_{I}(k) .
$$

Evidently

$$
|k(s, t)| \leq\|k\| \quad \text { for every } \quad(s, t) \in I .
$$

The same holds even if the functions on $I$ are matrix valued.

## 7. Nonlinear operators and nonlinear operator equations in Banach spaces

This section provides the basic tools for the investigation of nonlinear boundary value problems for ordinary differential equations contained in Chapter V. The reader interested in more details concerning differential and integral calculus on

Banach spaces is referred to the monographs on functional analysis (e.g. Kantorovič, Akilov [1]).

Throughout the paragraph, $X, Y$ and $Z$ are Banach spaces.
7.1. Preliminaries. Given a Banach space $X$ with the norm $\|\cdot\|_{X}, \varrho_{0}>0$ and $\boldsymbol{x}_{0} \in X, \mathfrak{B}\left(\boldsymbol{x}_{0}, \varrho_{0} ; X\right)$ denotes the set of all $\boldsymbol{x} \in X$ such that $\left\|\boldsymbol{x}-\boldsymbol{x}_{0}\right\|_{X} \leq \varrho_{0}$.

Let $\mathcal{F}$ be an operator acting from $X$ into $Y$ and defined on $D \subset X(F: D \rightarrow Y)$. $F$ is lipschitzian on $D_{0} \subset D$ if there exists a real number $\lambda, 0 \leq \lambda<\infty$, such that

$$
\left\|\boldsymbol{F}\left(\mathbf{x}^{\prime}\right)-\boldsymbol{F}\left(\mathbf{x}^{\prime \prime}\right)\right\|_{\boldsymbol{Y}} \leq \lambda\left\|\boldsymbol{x}^{\prime}-\mathbf{x}^{\prime \prime}\right\|_{\boldsymbol{X}}
$$

for all $\boldsymbol{x}^{\prime}, \boldsymbol{x}^{\prime \prime} \in D_{0}$. If $\lambda<1, \boldsymbol{F}$ is said to be contractive on $D_{0}$.
The operator $\boldsymbol{F}: D \subset X \times Z \rightarrow Y$ is said to be locally lipschitzian on $D_{0} \subset D$ near $\mathbf{z}=\mathbf{z}_{0}$ if for any $\boldsymbol{x}_{0} \in D_{0}$ there exist $\varrho_{0}>0, \sigma_{0}>0$ and $\lambda \geq 0$ such that $\boldsymbol{x}^{\prime}, \mathbf{x}^{\prime \prime} \in \mathfrak{B}\left(\mathbf{x}_{0}, \varrho_{0} ; X\right)$ and $\mathbf{z} \in \mathfrak{B}\left(\mathbf{z}_{0}, \sigma_{0} ; Z\right)$ implies $\left(\mathbf{x}^{\prime}, \mathbf{z}\right) \in D,\left(\mathbf{x}^{\prime \prime}, \mathbf{z}\right) \in D$ and

$$
\left\|F\left(\mathbf{x}^{\prime}, \mathbf{z}\right)-\boldsymbol{F}\left(\mathbf{x}^{\prime \prime}, \mathbf{z}\right)\right\|_{\boldsymbol{Y}} \leq \lambda\left\|\mathbf{x}^{\prime}-\mathbf{x}^{\prime \prime}\right\|_{\boldsymbol{x}}
$$

7.2. Gâteaux derivative. The operator $F$ acting from $X$ into $Y$ and defined on $D \subset X$ is Gâteaux differentiable at $\mathbf{x}_{0} \in D$ if there exists a bounded linear operator $\boldsymbol{G} \in B(X, Y)$ such that for any $\xi \in X$

$$
\lim _{\vartheta \rightarrow 0}\left\|\frac{\boldsymbol{F}\left(\mathbf{x}_{0}+\vartheta \xi\right)-\boldsymbol{F}\left(\mathbf{x}_{0}\right)}{\vartheta}-\boldsymbol{G} \xi\right\|_{Y}=0
$$

$\boldsymbol{G}$ is the Gâteaux derivative of $\boldsymbol{F}$ at $\mathbf{x}=\mathbf{x}_{0}$ and is denoted by $\boldsymbol{G}=\boldsymbol{F}^{\prime}\left(\mathbf{x}_{0}\right)$. If $\boldsymbol{F}(\mathbf{x})$ exists for all $\mathbf{x} \in D^{\prime}$, where $D^{\prime} \subset D$ is an open subset in $X$, and the mapping

$$
\boldsymbol{F}: \mathbf{x} \in D_{0} \rightarrow \boldsymbol{F}^{\prime}(\mathbf{x}) \in B(X, Y)
$$

possesses the Gâteaux derivative $\boldsymbol{H} \in B(X, B(X, Y))$ at $\mathbf{x}=\mathbf{x}_{0} \in D_{0}, \boldsymbol{H}$ is said to be the second order Gâteaux derivative of $\boldsymbol{F}$ at $\mathbf{x}=\mathbf{x}_{0}$ and $\boldsymbol{H}=\boldsymbol{F}^{\prime \prime}\left(\mathbf{x}_{0}\right)$.

In general, if $\boldsymbol{H}$ is the $k$-th order Gâteaux derivative of $\boldsymbol{F}$ on $D_{0} \subset D \subset X$ and $\boldsymbol{L}$ is the Gateaux derivative of $\boldsymbol{H}$ at $\boldsymbol{x}=\boldsymbol{x}_{0} \in D_{0}$, then $\boldsymbol{L}$ is the $(k+1)$-th order Gâteaux derivative of $\boldsymbol{F}$ at $\boldsymbol{x}_{0}$ and $\boldsymbol{L}=\boldsymbol{F}^{(\boldsymbol{k}+1)}\left(\boldsymbol{x}_{0}\right)$.

Let $X_{1}, X_{2}, \ldots, X_{n}$ be Banach spaces. Let $F:\left(x_{1}, x_{2}, \ldots, x_{n}\right) \rightarrow \boldsymbol{F}\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in Y$ be an operator from the product space $\Xi=X_{1} \times X_{2} \times \ldots \times X_{n}$ into a Banach space $Y$. The derivative of $F$ at a point $\mathbf{x}=\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \boldsymbol{x}_{n}\right)$ with respect to the $j$-th variable (i.e. if we fix the other variables and $\boldsymbol{F}$ is considered as an operator from $X_{j}$ into $\left.Y\right)$ is denoted by $\boldsymbol{F}_{j}(\mathbf{x})$ or $\boldsymbol{F}_{\mathbf{x}_{j}}(\mathbf{x}) .(\boldsymbol{F}(\mathbf{x})$ is defined and continuous on the open subset $D \subset \Xi$ if and only if $F_{j}^{\prime}(\mathbf{x})(j=1,2, \ldots, n)$ are defined and continuous on $D$. Then for any $x \in \Xi$ and $\boldsymbol{\xi}=\left(\boldsymbol{\xi}_{1}, \boldsymbol{\xi}_{2}, \ldots, \boldsymbol{\xi}_{n}\right) \in \Xi$

$$
\left.[\boldsymbol{F}(\mathbf{x})] \boldsymbol{\xi}=\sum_{j=1}^{n}\left[\boldsymbol{F}_{j}^{\prime}(x)\right] \boldsymbol{\xi}_{j} .\right)
$$

If on $D \subset \Xi \boldsymbol{F}$ possesses all the derivatives $\boldsymbol{F}_{j}^{\left(p_{j}\right)}(\boldsymbol{x})(j=1,2, \ldots, n)$ which are continuous in $\boldsymbol{x}$ on $D$, we shall write $\boldsymbol{F} \in C^{p_{1} \cdot p_{2} \ldots \ldots p_{n}}(D)$. If $\boldsymbol{F}$ is continuous on $D$, we shall write $\boldsymbol{F} \in C(D)$.

Let us summarize some basic properties of the Gâteaux derivative.
(i) Any linear mapping $\mathbf{A} \in B(X, Y)$ is Gâteaux differentiable on $X$ and $\boldsymbol{A}^{\prime}(\boldsymbol{x})=\boldsymbol{A}$ for any $\mathbf{x} \in X$.
(ii) If the operators $\boldsymbol{F}_{1}, \boldsymbol{F}_{2}: X \rightarrow Y$ are Gateaux differentiable at $\boldsymbol{x}_{0} \in X$ and $\alpha_{1}, \alpha_{2} \in R$, then also $\alpha_{1} F_{1}+\alpha_{2} \boldsymbol{F}_{2}$ is Gâteaux differentiable at $\mathbf{x}_{0}$ and

$$
\left(\alpha_{1} \boldsymbol{F}_{1}+\alpha_{2} \boldsymbol{F}_{2}\right)^{\prime}\left(\mathbf{x}_{0}\right)=\alpha_{1} \boldsymbol{F}_{1}^{\prime}\left(\mathbf{x}_{0}\right)+\alpha_{2} \boldsymbol{F}_{2}^{\prime}\left(\mathbf{x}_{0}\right) .
$$

(iii) Let the operators $\boldsymbol{F}: X \rightarrow Y$ and $\mathbf{G}: Y \rightarrow Z$ be Gâteaux differentiable on open subsets $D_{F} \subset X$ and $D_{G} \subset Y\left(D_{F} \supset F\left(D_{F}\right)\right)$, respectively. Then, if the mapping

$$
\mathbf{y} \in D_{G} \subset Y \rightarrow \boldsymbol{G}^{\prime}(\mathbf{y}) \in B(Y, B(Y, Z))
$$

is continuous $\left(\boldsymbol{G} \in C^{1}\left(D_{G}\right)\right)$, then the composed operator $\boldsymbol{T}=\mathbf{G F}: X \rightarrow Z$ is Gâteaux differentiable on $D$. If, moreover, $\boldsymbol{F} \in C^{1}(D)$, then also $\boldsymbol{T} \in C^{1}(D)$.
(iv) If the operator $\mathbf{F}: X \rightarrow Y$ is Gateaux differentiable at any point $\mathbf{x}$ of the domain $D$ in $X$ and $\left\|\boldsymbol{F}^{\prime}(\mathbf{x})\right\|_{\boldsymbol{B}(X, Y)} \leq M<\infty$ for any $\mathbf{x} \in D$, then $\boldsymbol{F}$ is lipschitzian on $D$ (with the Lipschitz constant M).
7.3. Abstract functions. The operators acting from $R$ into a Banach space $Y$ are called abstract functions.

The derivative $f^{\prime}$ of the abstract function $f: R \rightarrow Y$ at the point $t_{0} \in R$ is defined by

$$
\lim _{t \rightarrow t_{0}}\left\|\frac{\boldsymbol{f}(t)-\boldsymbol{f}\left(t_{0}\right)}{t-t_{0}}-\boldsymbol{f}^{\prime}\left(t_{0}\right)\right\|_{Y}=0
$$

Let the abstract function $\mathrm{f}: R \rightarrow Y$ be defined and continuous on the interval $[a, b](-\infty<a<b<\infty)$. Then there exists $\boldsymbol{y} \in Y$ such that given $\varepsilon>0$, there is a $\delta>0$ such that for any subdivision $\sigma=\left\{a=t_{0}<t_{1}<\ldots<t_{m_{\sigma}}=b\right\}$ of the interval $[a, b]$ with $\left(t_{j}-t_{j-1}\right) \leq \delta\left(j=1,2, \ldots, m_{\sigma}\right)$ and for an arbitrary choice of $t_{j}^{\prime} \in\left(t_{j-1}, t_{j}\right)\left(j=1,2, \ldots, m_{\sigma}\right)$ it holds

$$
\left\|\sum_{j=1}^{m_{\sigma}} f\left(t_{j}^{\prime}\right)\left(t_{j}-t_{j-1}\right)-y\right\|_{Y}<\varepsilon
$$

We denote

$$
y=\int_{a}^{b} f(t) \mathrm{d} t
$$

and $\boldsymbol{y}$ is said to be the abstract Riemann integral of $\boldsymbol{f}(t)$ over the interval [a,b].
The abstract Riemann integral possesses analogous properties as the usual

Riemann integral of functions $[a, b] \rightarrow R$. In particular, if $\|\boldsymbol{f}(t)\|_{Y} \leq M<\propto$ on $[a, b]$, then

$$
\left\|\int_{a}^{b} \boldsymbol{f}(t) \mathrm{d} t\right\|_{Y} \leq \int_{a}^{b}\|\boldsymbol{f}(t)\|_{Y} \mathrm{~d} t \leq M(b-a) .
$$

Furthermore, if $\boldsymbol{f}^{\prime}$ exists and is continuous on $(\alpha, \beta) \supset[a, b]$, then

$$
\int_{a}^{b} f^{\prime}(t) \mathrm{d} t=\mathbf{f}(b)-f(a)
$$

7.4. Lemma (Mean Value Theorem). Let $X, Y, Z$ be Banach spaces, and $\mathbf{x}_{0} \in X$, $\mathbf{z}_{0} \in Z$. Let the operator $\boldsymbol{F}: X \times Z \rightarrow Y$ be defined and Gâteaux differentiable on $\mathfrak{B}\left(\mathbf{x}_{0}, \varrho_{0} ; X\right) \times \mathfrak{B}\left(\mathbf{z}_{0}, \sigma_{0} ; Z\right)\left(\varrho_{0}>0, \sigma_{0}>0\right)$. Then for any $\boldsymbol{x}_{1}, \mathbf{x}_{2} \in \mathfrak{B}\left(\mathbf{x}_{0}, \varrho_{0} ; X\right)$ and $\mathbf{z}_{1}, \mathbf{z}_{2} \in \mathfrak{B}\left(\mathbf{z}_{0}, \sigma_{0} ; Z\right)$

$$
\begin{aligned}
\boldsymbol{F}\left(\mathbf{x}_{2}, \mathbf{z}_{2}\right)-\boldsymbol{F}\left(\mathbf{x}_{1}, \mathbf{z}_{1}\right)= & \int_{0}^{1}\left[\boldsymbol{F}_{\mathbf{x}}^{\prime}\left(\mathbf{x}_{1}+\vartheta\left(\mathbf{x}_{2}-\mathbf{x}_{1}\right), \mathbf{z}_{1}+\vartheta\left(\mathbf{z}_{2}-\mathbf{z}_{1}\right)\right)\right]\left(\mathbf{x}_{2}-\mathbf{x}_{1}\right) \mathrm{d} \vartheta \\
& +\int_{0}^{1}\left[\mathbf{F}_{\mathbf{z}}^{\prime}\left(\mathbf{x}_{1}+\vartheta\left(\mathbf{x}_{2}-\mathbf{x}_{1}\right), \mathbf{z}_{1}+\vartheta\left(\mathbf{z}_{2}-\mathbf{z}_{1}\right)\right)\right]\left(\mathbf{z}_{2}-\mathbf{z}_{1}\right) \mathrm{d} \vartheta
\end{aligned}
$$

(The mapping

$$
\begin{gathered}
\vartheta \in[0,1] \rightarrow\left[\boldsymbol{F}^{\prime}\left(\mathbf{x}_{1}+\vartheta\left(\mathbf{x}_{2}-\mathbf{x}_{1}\right), \mathbf{z}_{1}+\vartheta\left(\mathbf{z}_{2}-\mathbf{z}_{1}\right)\right)\right]\left[\left(\mathbf{x}_{2}, \mathbf{z}_{2}\right)-\left(\mathbf{x}_{1}, \mathbf{z}_{1}\right)\right] \\
=\quad\left[\boldsymbol{F}_{\mathbf{x}}^{\prime}\left(\mathbf{x}_{1}+\vartheta\left(\mathbf{x}_{2}-\mathbf{x}_{1}\right), \mathbf{z}_{1}+\vartheta\left(\mathbf{z}_{2}-\mathbf{z}_{1}\right)\right)\right]\left(\mathbf{x}_{2}-\mathbf{x}_{1}\right) \\
\\
+\left[\boldsymbol{F}_{\mathbf{z}}^{\prime}\left(\mathbf{x}_{1}+\vartheta\left(\mathbf{x}_{2}-\mathbf{x}_{1}\right), \mathbf{z}_{1}+\vartheta\left(\mathbf{z}_{2}-\mathbf{z}_{1}\right)\right)\right]\left(\mathbf{z}_{2}-\mathbf{z}_{1}\right) \in Y
\end{gathered}
$$

is an abstract function.)
7.5. Theorem (Implicit Function Theorem). Let $X, Y$ and $Z$ be Banach spaces, $\boldsymbol{x}_{0} \in X, \mathbf{z}_{0} \in Z, \varrho_{0}>0, \sigma_{0}>0$. Let the operator $\boldsymbol{F}: X \times Z \rightarrow Y$ be defined and continuous on $\mathfrak{B}\left(\mathbf{x}_{0}, \varrho_{0} ; X\right) \times \mathfrak{B}\left(\mathbf{z}_{0}, \sigma_{0} ; Z\right)$, while
(i) $\boldsymbol{F}\left(\boldsymbol{x}_{0}, \mathbf{z}_{0}\right)=\mathbf{0}$;
(ii) $\boldsymbol{F} \in C^{1,0}\left(\mathfrak{B}\left(\mathbf{x}_{0}, \varrho_{0} ; X\right) \times \mathfrak{B}\left(\mathbf{z}_{0}, \sigma_{0} ; Z\right)\right)$ (cf. 7.2);
(iii) $\boldsymbol{F}_{x}^{\prime}\left(\mathbf{x}_{0}, \mathbf{z}_{0}\right)$ possesses a bounded inverse operator.

Then there exist $\varrho>0$ and $\sigma>0$ such that for any $\mathbf{z} \in \mathfrak{B}\left(\mathbf{z}_{0}, \sigma ; Z\right)$ there exists a unique solution $\mathbf{x}=\varphi(\mathbf{z}) \in \mathfrak{B}\left(\mathbf{x}_{0}, \varrho ; X\right)$ to the equation

$$
\begin{equation*}
F(\mathbf{x}, \mathbf{z})=\mathbf{0} \tag{7,1}
\end{equation*}
$$

Moreover, the mapping $\mathbf{z} \in \mathfrak{B}\left(\mathbf{z}_{0}, \sigma ; Z\right) \rightarrow \varphi(\mathbf{z}) \in \mathfrak{B}\left(\mathbf{x}_{0}, \varrho ; X\right)$ is continuous.
(Proof follows easily by applying Corollary 7.7 of the Contraction Mapping Principle 7.6 to the equation

$$
\left.x=x-\left[F_{x}^{\prime}\left(\mathbf{x}_{0}, \mathbf{z}_{0}\right)\right]^{-1} F(x, z) .\right)
$$

7.6. Theorem (Contraction Mapping Principle). Let $X$ be a Banach space and let $D \subset X$ be closed. Let the operator $\mathbf{T}: X \rightarrow X$ be contractive on $D$ and $\mathbf{T}(D) \subset D$. Then there exists a unique $\mathbf{x} \in D$ such that $\mathbf{x}=\boldsymbol{T}(\mathbf{x})$.
(The sought solution is the limit of successive approximations

$$
\boldsymbol{x}_{n}=\boldsymbol{T}\left(\mathbf{x}_{n-1}\right) \quad(n=1,2, \ldots),
$$

where $x_{0}$ may be an arbitrary element of $D$.)
7.7. Corollary. Let $X$ and $Z$ be Banach spaces. Let $\boldsymbol{x}_{0} \in X, \mathbf{z}_{0} \in Z, \varrho_{0}>0, \sigma_{0}>0$, $0 \leq \lambda<1$ and let $\mathbf{T}$ be a continuous mapping of $\mathfrak{B}\left(\mathbf{x}_{0}, \varrho_{0} ; X\right) \times \mathfrak{B}\left(\mathbf{z}_{0}, \sigma_{0} ; Z\right)$ into $X$ such that

$$
\begin{equation*}
\left\|\boldsymbol{T}\left(\mathbf{x}_{1}, \mathbf{z}\right)-\boldsymbol{T}\left(\mathbf{x}_{2}, \mathbf{z}\right)\right\|_{x} \leq \lambda\left\|\boldsymbol{x}_{1}-\mathbf{x}_{2}\right\|_{x} \tag{i}
\end{equation*}
$$

$$
\text { for all } \mathbf{x}_{1}, \mathbf{x}_{2} \in \mathfrak{B}\left(\mathbf{x}_{0}, \varrho_{0} ; X\right) \text { and } \mathbf{z} \in \mathfrak{B}\left(\mathbf{z}_{0}, \sigma_{0} ; Z\right)
$$

$$
\begin{equation*}
\left\|\boldsymbol{T}\left(\mathbf{x}_{0}, \mathbf{z}\right)-\mathbf{x}_{0}\right\|_{X}<\varrho_{0}(1-\lambda) \tag{ii}
\end{equation*}
$$

for all $\mathbf{z} \in \mathfrak{B}\left(\mathbf{z}_{0}, \sigma_{0} ; Z\right)$.
Then, given $\mathbf{z} \in \mathfrak{B}\left(\mathbf{z}_{0}, \sigma_{0} ; Z\right)$, there exists a unique element $\mathbf{x}=\boldsymbol{\varphi}(\mathbf{z}) \in \mathfrak{B}\left(\mathbf{x}_{0}, \varrho_{0} ; X\right)$ such that $\mathbf{x}=\mathbf{T}(\mathbf{x}, \mathbf{z})$.

The mapping $\mathbf{z} \in \mathfrak{B}\left(\mathbf{z}_{0}, \sigma_{0} ; Z\right) \rightarrow \boldsymbol{\varphi}(\mathbf{z}) \in \mathfrak{B}\left(\mathbf{x}_{0}, \varrho_{0} ; X\right)$ is continuous.
Another version of the Implicit Function Theorem which is of interest for our purposes is the following theorem which also follows from the Contraction Mapping Principle.
7.8. Theorem. Let $X$ and $Y$ be Banach spaces. Let $x_{0} \in X, \varrho_{0}>0$ and $x_{0}>0$. Let the operators $\mathbf{F}: X \rightarrow Y$ and $\mathbf{G}: X \times\left[0, \varkappa_{0}\right] \rightarrow Y$ satisfy the assumptions
(i) $\boldsymbol{F}\left(\boldsymbol{x}_{0}\right)=\mathbf{0}$;
(ii) $\boldsymbol{F} \in C^{1}\left(\mathfrak{B}\left(\boldsymbol{x}_{0}, \varrho_{0} ; X\right)\right)$;
(iii) $\boldsymbol{F}\left(\boldsymbol{x}_{0}\right)$ possesses a bounded inverse operator;
(iv) $\boldsymbol{G}$ is locally lipschitzian on $\mathfrak{B}\left(\mathbf{x}_{0}, \varrho_{0} ; X\right)$ near $\varepsilon=0$.

Then there exist $\varrho>0$ and $x>0$ such that for any $\varepsilon \in[0, \chi]$ there is a unique solution $\mathbf{x}=\varphi(\varepsilon) \in \mathfrak{B}\left(\mathbf{x}_{0}, \varrho ; X\right)$ of the equation

$$
\begin{equation*}
\boldsymbol{F}(\mathbf{x})+\varepsilon \boldsymbol{G}(\mathbf{x}, \varepsilon)=\mathbf{0} . \tag{7,2}
\end{equation*}
$$

Moreover, the mapping $\varepsilon \in[0, \chi] \rightarrow \varphi(\varepsilon) \in \mathfrak{B}\left(\mathbf{x}_{0}, \varrho ; X\right)$ is continuous.
7.9. Quasilinear equation - noncritical case. Of special interest are quasilinear (weakly nonlinear) equations of the form

$$
\begin{equation*}
L \mathbf{x}-\varepsilon \mathbf{N}(\mathbf{x}, \varepsilon)=\mathbf{0} \tag{7,3}
\end{equation*}
$$

where $\mathbf{L}$ is a linear bounded operator acting from a Banach space $X$ into a Banach space $Y$ with the definition domain $D(L)=X \quad(L \in B(X, Y))$ and $\mathbf{N}$ is in general a nonlinear operator acting from $X \times R_{1}$ into $Y$.

The case when $L$ possesses a bounded inverse operator is called noncritical case. In such a case the equation $(7,3)$ is reduced to the equivalent equation

$$
\begin{equation*}
\mathbf{x}=\varepsilon \boldsymbol{L}^{-1} \mathbf{N}(\mathbf{x}, \varepsilon) . \tag{7,4}
\end{equation*}
$$

For $\varepsilon=0(7,4)$ has the unique solution $\mathbf{x}_{0}=\mathbf{0}$. To solve it for $\varepsilon>0$ we may apply Theorem 7.8, where $\boldsymbol{F}=\boldsymbol{L}$ and $\boldsymbol{G}=-\mathbf{N}$.
7.10. Quasilinear equation - critical case. A linear bounded operator $L \in B(X, Y)$ possesses a bounded inverse if and only if $N(\boldsymbol{L})=\{0\}$ and $R(L)=Y$ (cf. Bounded Inverse Theorem 3.4).

In a general case when either $\operatorname{dim} N(L)>0$ or $R(L) \varsubsetneqq Y$ the projection method may sometimes be used to consider the equation $(7,3)$.

Let $L \in B(X, Y)$ be such that

$$
\begin{gather*}
R(L) \quad \text { is closed, } \quad \alpha(L)=\operatorname{dim} N(L)<\infty,  \tag{7,5}\\
\beta(L)=\operatorname{codim} R(L)<\infty
\end{gather*}
$$

( $L$ is said to be noetherian). Then there exist linear bounded projections $\boldsymbol{P}$ of $X$ onto $N(\boldsymbol{L})\left(\mathbf{P} \in B(X), R(\boldsymbol{P})=N(\boldsymbol{L}), \mathbf{P}^{2}=\boldsymbol{P}\right)$ and $\mathbf{Q}$ of $Y$ onto $R(\boldsymbol{L})(\mathbf{Q} \in B(Y)$, $\left.R(\mathbf{Q})=R(\mathbf{L}), \mathbf{Q}^{2}=\mathbf{Q}\right)$ such that $R(\boldsymbol{I}-\mathbf{P})$ is closed in $X, \operatorname{dim} R(\mathbf{I}-\mathbf{Q})=\beta(\mathbf{L})$ and

$$
\begin{equation*}
X=N(\mathbf{L}) \oplus R(\mathbf{I}-\mathbf{P}), \quad Y=R(\mathbf{L}) \oplus R(\mathbf{I}-\mathbf{Q}) \tag{7,6}
\end{equation*}
$$

(cf. Goldberg [1] II.1.14 and II.1.16). Thus $L x=\varepsilon \boldsymbol{N}(x, \varepsilon)$ if and only if both

$$
\begin{equation*}
\mathbf{Q}(L \mathbf{x}-\varepsilon \mathbf{N}(\mathbf{x}, \varepsilon))=\mathbf{L x}-\varepsilon \mathbf{Q} \mathbf{N}(\mathbf{x}, \varepsilon)=\mathbf{0} \tag{7,7}
\end{equation*}
$$

and

$$
\begin{equation*}
(\mathbf{I}-\mathbf{Q})(\mathbf{L x}-\varepsilon \mathbf{N}(\mathbf{x}, \varepsilon))=-\varepsilon(\mathbf{I}-\mathbf{Q}) \mathbf{N}(\mathbf{x}, \varepsilon)=\mathbf{0} . \tag{7,8}
\end{equation*}
$$

Any $\mathbf{x} \in X$ may be written in the form $\mathbf{x}=\boldsymbol{P} \mathbf{x}+(\boldsymbol{I}-\boldsymbol{P}) \mathbf{x}$. For $\mathbf{x} \in X$ let us denote $\mathbf{u}=(\boldsymbol{I}-\boldsymbol{P}) \mathbf{x}$ and $\mathbf{v}=\boldsymbol{P} \mathbf{x}$. Then the system $(7,7),(7,8)$ becomes

$$
\mathbf{L}_{1} \mathbf{u}-\varepsilon \mathbf{Q} \mathbf{N}_{1}(\mathbf{u}, \mathbf{v}, \varepsilon)=\mathbf{0}, \quad(\mathbf{I}-\mathbf{Q}) \mathbf{N}_{1}(\mathbf{u}, \mathbf{v}, \varepsilon)=\mathbf{0},
$$

where

$$
\mathbf{L}_{1}: u \in R(\mathbf{I}-\mathbf{P}) \rightarrow \mathbf{L u} \in R(\mathbf{L})=R(\mathbf{Q})
$$

and

$$
\mathbf{N}_{1}(\boldsymbol{u}, \mathbf{v}, \varepsilon)=\mathbf{N}(\boldsymbol{u}+\mathbf{v}, \varepsilon)
$$

for $\mathbf{u} \in R(\mathbf{I}-\mathbf{P}), \boldsymbol{v} \in N(\mathbf{L})$ and $\varepsilon \in\left[0, \chi_{0}\right]$. Clearly, $\boldsymbol{L}_{1} \in B(R(\mathbf{I}-\mathbf{P}), R(\mathbf{L}))$ is a one-to-one mapping of $R(I-P)$ onto $R(L)$. $\left(L_{1} \mathbf{u}=0\right.$ implies $\mathbf{u} \in R(P)$ and since $R(P) \cap R(I-P)=\{\mathbf{0}\}, \mathbf{u}=\mathbf{0})$.
7.11. Theorem. Let $\mathbf{L} \in B(X, Y)$ fulfil (7,5) and let $\mathbf{P} \in B(X)$ and $\mathbf{Q} \in B(Y)$ be the corresponding projections of $X$ onto $N(L)$ and of $Y$ onto $R(L)$, respectively. Let $h \in R(L)$ and $L x_{0}=\boldsymbol{h}$.

Let $\varrho_{0}>0, x_{0}>0$ and $D=\mathfrak{B}\left(\boldsymbol{x}_{0}, \varrho_{0} ; X\right) \times\left[0, x_{0}\right]$, Let $\mathbf{N} \in C^{1,0}(D), \mathbf{N}\left(x_{0}, 0\right)$ $\in R(\mathbf{L})$ and $(\mathbf{I}-\mathbf{Q}) \mathbf{N}_{x}^{\prime}\left(\mathbf{x}_{0}, 0\right)$ possesses a bounded inverse.

Then there are $x>0$ and $\varrho>0$ such that for any $\varepsilon \in[0, x]$ there exists a unique solution $\mathbf{x}=\boldsymbol{\varphi}(\varepsilon) \in \mathfrak{B}\left(\mathbf{x}_{0}, \varrho ; X\right)$ of the equation

$$
\begin{equation*}
L x=h+\varepsilon \mathbf{N}(x, \varepsilon) . \tag{7,9}
\end{equation*}
$$

The mapping $\varphi: \varepsilon \in[0, \chi] \rightarrow \varphi(\varepsilon) \in \mathfrak{B}\left(\mathbf{x}_{0}, \varrho ; X\right)$ is continuous.
Proof. Let us denote $U=R(\boldsymbol{I}-\boldsymbol{P}), V=R(\boldsymbol{P})=N(\boldsymbol{L})$. Then $U$ and $V$ are Banach spaces with the norms induced by $\|\cdot\|_{\boldsymbol{X}}$. Given $\mathbf{x} \in X$, let us put $\boldsymbol{u}=(\mathbf{I}-\boldsymbol{P}) \mathbf{x}$ and $\boldsymbol{v}=\boldsymbol{P} \boldsymbol{x}$. In particular, $\mathbf{u}_{0}=(\boldsymbol{I}-\boldsymbol{P}) \boldsymbol{x}_{0}, \mathbf{v}_{0}=\boldsymbol{P} \boldsymbol{x}_{0}$. Since $\boldsymbol{h} \in R(\boldsymbol{L}),(\boldsymbol{I}-\mathbf{Q}) \boldsymbol{h}=\mathbf{0}$ and $(7,9)$ becomes

$$
\mathbf{L}_{1} \mathbf{u}-\mathbf{h}-\varepsilon \mathbf{Q} \mathbf{N}(\mathbf{u}+\mathbf{v}, \varepsilon)=\mathbf{0}, \quad(\mathbf{I}-\mathbf{Q}) \mathbf{N}(\mathbf{u}+\mathbf{v}, \varepsilon)=\mathbf{0},
$$

where $L_{1}=\left.\right|_{U} \in B(U, R(L))$ possesses a bounded inverse. Let $D_{1} \subset U \times V \times\left[0, x_{0}\right]$ denote the set of all $(\boldsymbol{u}, \mathbf{v}, \varepsilon) \in U \times V \times\left[0, \varkappa_{0}\right]$ such that $\left\|\boldsymbol{u}-\boldsymbol{u}_{0}\right\|_{X} \leq \frac{1}{2} \varrho_{0}$ and $\left\|\mathbf{v}-\mathbf{v}_{0}\right\|_{X} \leq \frac{1}{2} \varrho_{0}$. Given $(\mathbf{u}, \mathbf{v}, \varepsilon) \in D_{1}, \quad(\mathbf{u}+\mathbf{v}, \varepsilon) \in D$ and we may define

$$
\mathbf{T}(\mathbf{u}, \mathbf{v}, \varepsilon)=\binom{\mathbf{L}_{1} \mathbf{u}-\mathbf{h}-\varepsilon \mathbf{Q} \mathbf{N}(\mathbf{u}+\mathbf{v}, \varepsilon)}{(\mathbf{I}-\mathbf{Q}) \mathbf{N}(\mathbf{u}+\mathbf{v}, \varepsilon)} \in R(\mathbf{L}) \times R(\mathbf{I}-\mathbf{Q}) .
$$

Clearly, $\boldsymbol{T}$ is a continuous mapping of $D_{1} \subset U \times V \times\left[0, x_{0}\right]$ into $Y \times Y$. Moreover, for any $(\boldsymbol{u}, \mathbf{v}, \varepsilon) \in D_{1}$ and $(\boldsymbol{\xi}, \boldsymbol{\eta}) \in U \times V$

$$
\left[\boldsymbol{T}_{(u, v)}^{\prime}(\mathbf{u}, \mathbf{v}, \varepsilon)\right](\boldsymbol{\xi}, \boldsymbol{\eta})=\binom{\boldsymbol{L}_{1} \boldsymbol{\xi}-\varepsilon \mathbf{Q}\left[\mathbf{N}_{x}^{\prime}(\mathbf{u}+\mathbf{v}, \varepsilon)\right](\boldsymbol{\xi}+\boldsymbol{\eta})}{(\boldsymbol{I}-\mathbf{Q})\left[\mathbf{N}_{x}^{\prime}(\mathbf{u}+\mathbf{v}, \varepsilon)\right](\boldsymbol{\xi}+\boldsymbol{\eta})},
$$

the mapping $(\mathbf{u}, \mathbf{v}, \varepsilon) \in D_{1} \rightarrow \boldsymbol{T}_{(u, v)}^{\prime}(\mathbf{u}, \mathbf{v}, \varepsilon) \in B(U \times V, Y \times Y)$ being continuous.
Since $\boldsymbol{N}\left(\boldsymbol{u}_{0}+\mathbf{v}_{0}, 0\right) \in R(\boldsymbol{L})$ and $\boldsymbol{L}_{1} \boldsymbol{u}_{0}=\boldsymbol{h}, \mathbf{T}\left(\boldsymbol{u}_{0}, \mathbf{v}_{0}, 0\right)=\mathbf{0}$. Moreover,

$$
\left[\mathbf{T}_{(u, v)}^{\prime}\left(\mathbf{u}_{0}, \mathbf{v}_{0}, 0\right)\right](\xi, \boldsymbol{\eta})=\binom{\boldsymbol{L}_{1} \boldsymbol{\xi}}{(\boldsymbol{I}-\mathbf{Q}) \mathbf{N}_{\mathbf{x}}^{\prime}\left(\mathbf{x}_{0}, 0\right)(\boldsymbol{\xi}+\boldsymbol{\eta})}
$$

for any $(\boldsymbol{\xi}, \boldsymbol{\eta}) \in U \times V$. It is easy to see that for any $\boldsymbol{p} \in R(\boldsymbol{L})$ and $\boldsymbol{q} \in R(\boldsymbol{I}-\boldsymbol{Q})$

$$
\left[\boldsymbol{T}_{(u, v)}^{\prime}\left(\boldsymbol{u}_{0}, \mathbf{v}_{0}, 0\right)\right](\boldsymbol{\xi}, \boldsymbol{\eta})=\binom{\boldsymbol{p}}{\boldsymbol{q}}
$$

if and only if $\boldsymbol{\xi}=\boldsymbol{L}_{1}^{-1} \boldsymbol{p}$ and $\boldsymbol{\eta}=\left[(\boldsymbol{I}-\mathbf{Q}) \mathbf{N}_{x}^{\prime}\left(\mathbf{x}_{0}, 0\right)\right]^{-1} \boldsymbol{q}-\boldsymbol{\xi}$. Applying the Implicit Function Theorem 7.5 we complete the proof.

## II. Integral equations in the space $B V_{n}[0,1]$

## 1. Some integral operators in the space $B V_{n}[0,1]$

In this paragraph we assume that on the twodimensional interval $I=[0,1] \times[0,1]$ $\subset R_{2}$ an $n \times n$-matrix valued function $\left.K(s, t)=k_{i j}(s, t)\right), i, j=1,2, \ldots, n$ is given, i.e. $K: I \rightarrow L\left(R_{n}\right)$. Moreover let the twodimensional variation of $\boldsymbol{K}: I \rightarrow L\left(R_{n}\right)$ be finite, i.e. (cf. I.6.1)

$$
\begin{gather*}
\mathrm{v}_{I}(\boldsymbol{K})<\infty  \tag{1,1}\\
\text { The operator } \int_{0}^{1} \mathrm{~d}_{t}[\boldsymbol{K}(s, t)] \boldsymbol{x}(t)
\end{gather*}
$$

Let us assume that $\mathbf{x} \in B V_{n}[0,1]=B V_{n}$ is given, i.e. $\mathbf{x}(t)=\left(x_{1}(t), x_{2}(t), \ldots, x_{n}(t)\right)^{*}$; $t \in[0,1]$. If it is assumed that

$$
\begin{equation*}
\operatorname{var}_{0}^{1} \boldsymbol{K}(0, .)<\infty, \tag{1,2}
\end{equation*}
$$

then by I. 6.6 we obtain $\operatorname{var}_{0}^{1} \boldsymbol{K}(s,.) \leq \mathrm{v}_{\boldsymbol{I}}(\boldsymbol{K})+\operatorname{var}_{0}^{1} \boldsymbol{K}(0,)<.+\infty$ for every $s \in[0,1]$. This yields by I.4.19 the existence of the Perron-Stieltjes integral

$$
\begin{equation*}
\int_{0}^{1} \mathrm{~d}_{t}[\boldsymbol{K}(s, t)] \mathbf{x}(t)=\mathbf{y}(s) \tag{1,3}
\end{equation*}
$$

for any $s \in[0,1]$. The integral $(1,3)$ evidently defines a function $\boldsymbol{y}:[0,1] \rightarrow R_{n}$. By I.6.18 we have

$$
\begin{equation*}
\operatorname{var}_{0}^{1} \boldsymbol{y} \leq \sup _{t \in[0,1]}|\boldsymbol{x}(t)| \mathrm{v}_{\boldsymbol{I}}(\boldsymbol{K}) \tag{1,4}
\end{equation*}
$$

and consequently $\boldsymbol{y} \in B V_{n}$. Hence the integral $(1,3)$ defines an operator acting in the Banach space $B V_{n}$. Let us denote this operator by

$$
\begin{equation*}
\boldsymbol{K} \mathbf{x}=\int_{0}^{1} \mathrm{~d}_{t}[\boldsymbol{K}(s, t)] \mathbf{x}(t), \quad \mathbf{x} \in B V_{n} \tag{1,5}
\end{equation*}
$$

1.1. Theorem. If $\boldsymbol{K}: I \rightarrow L\left(R_{n}\right)$ satisfies $(1,1)$ and $(1,2)$ then the operator $\boldsymbol{K}$ defined by $(1,5)$ is a bounded linear operator on $B V_{n}\left(K \in B\left(B V_{n}\right)\right)$ and

$$
\begin{equation*}
\|\boldsymbol{K}\|_{\boldsymbol{B}_{\left(B V_{n}\right)}} \leq \operatorname{var}_{0}^{1} \boldsymbol{K}(0, .)+\mathrm{v}_{I}(\boldsymbol{K}) . \tag{1,6}
\end{equation*}
$$

Proof. The linearity of the operator $K$ is evident. Further for any $\mathbf{x} \in B V_{n}$ it is

$$
\begin{gathered}
\|\boldsymbol{K} \boldsymbol{x}\|_{B V_{n}}=\left|\int_{0}^{1} \mathrm{~d}_{t}[\boldsymbol{K}(0, t)] \mathbf{x}(t)\right|+\operatorname{var}_{0}^{1}\left(\int_{0}^{1} \mathrm{~d}_{t}[\boldsymbol{K}(., t)] \mathbf{x}(t)\right) \\
\leq \sup _{t \in[0,1]}|\boldsymbol{x}(t)|\left(\operatorname{var}_{0}^{1} \boldsymbol{K}(0, .)+\mathrm{v}_{I}(\boldsymbol{K})\right) \leq\left(\operatorname{var}_{0}^{1} \boldsymbol{K}(0, .)+\mathrm{v}_{I}(\boldsymbol{K})\right)\|\boldsymbol{x}\|_{B V_{n}}
\end{gathered}
$$

where $(\mathbf{I} .6,13)$ and $(1.6,14)$ from I. 6.18 was used. This implies the boundedness of $\boldsymbol{K}$ and the inequality $(1,6)$.
1.2. Lemma. If $\boldsymbol{K}: I \rightarrow L\left(R_{n}\right)$ and $\tilde{\boldsymbol{K}}: I \rightarrow L\left(R_{n}\right)$ satisfy $(1,1)$ and $(1,2)$, then

$$
\begin{equation*}
\int_{0}^{1} \mathrm{~d}_{t}[\boldsymbol{K}(s, t)] \mathbf{x}(t)=\int_{0}^{1} \mathrm{~d}_{t}[\tilde{\mathbf{K}}(s, t)] \mathbf{x}(t) \tag{1,7}
\end{equation*}
$$

for every $x \in B V_{n}$ and $s \in[0,1]$ if and only if the difference

$$
\mathbf{W}(s, t)=\boldsymbol{K}(s, t)-\tilde{\mathbf{K}}(s, t)
$$

satisfies

$$
\begin{equation*}
\mathbf{W}(s, t+)=\mathbf{W}(s, t-)=\mathbf{W}(s, 1-)=\mathbf{W}(s, 0+)=\mathbf{W}(s, 1)=\mathbf{W}(s, 0) \tag{1,8}
\end{equation*}
$$

for every $s \in[0,1]$ and $t \in(0,1)$.
Proof. The assumptions on $\boldsymbol{K}, \tilde{\mathbf{K}}$ guarantee that for $\boldsymbol{W}: I \rightarrow L\left(R_{n}\right)$ we have $\mathrm{v}_{\mathrm{I}}(\boldsymbol{W})<\infty$ and $\operatorname{var}_{0}^{1} \mathbf{W}(0,)<.\infty$. Hence by I.6.6 also $\operatorname{var}_{0}^{1} \mathbf{W}(s,)<.\infty$ for every $s \in[0,1]$. The equality $(1,7)$ can be written in the form $\int_{0}^{1} \mathrm{~d}_{t}[W(s, t)] \mathbf{x}(t)=0$. The assertion of our lemma follows now immediately from I.6.5 since $(1,8)$ is equivalent to the fact that for every $s \in[0,1]$ the elements of the matrix $\mathbf{W}(s,$. belong to $S[0,1]$.
1.3. Corollary. If $\boldsymbol{K}, \tilde{\boldsymbol{K}}: I \rightarrow L\left(R_{n}\right)$ satisfies $(1,1)$ and $(1,2)$ where for the difference $\mathbf{W}(s, t)=\boldsymbol{K}(s, t)-\tilde{\mathbf{K}}(s, t)$ the chain of equalities $(1,8)$ holds for any $s \in[0,1]$ and $t \in(0,1)$, then the operator $\widetilde{\boldsymbol{K}} \in B\left(B V_{n}\right)$ defined by the relation

$$
\widetilde{\mathbf{K}} \mathbf{x}=\int_{0}^{1} \mathrm{~d}_{t}[\widetilde{\mathbf{K}}(s, t)] \mathbf{x}(t), \quad \mathbf{x} \in B V_{n}
$$

is identical with the operator $K \in B\left(B V_{n}\right)$ defined by $(1,5)$.
If we define for any $s \in[0,1]$

$$
\begin{gather*}
\hat{\mathbf{R}}(s, t)=\boldsymbol{K}(s, t+)-\boldsymbol{K}(s, 0) \quad \text { for } \quad t \in(0,1),  \tag{1,9}\\
\hat{\mathbf{R}}(s, 0)=0, \quad \hat{\mathbf{R}}(s, 1)=\boldsymbol{K}(s, 1)-\boldsymbol{K}(s, 0)
\end{gather*}
$$

then $\mathrm{v}_{I}(\hat{\mathbf{K}})<\infty, \operatorname{var}_{0}^{1} \hat{\mathbf{K}}(0,)<.\infty$ and the difference $\hat{\mathbf{W}}(s, t)=\boldsymbol{K}(s, t)-\hat{\mathbf{K}}(s, t)$ satisfies $(1,8)$ for any $s \in[0,1]$ and $t \in(0,1)$. Hence the operator

$$
\widehat{\mathbf{K}} \mathbf{x}=\int_{0}^{1} \mathrm{~d}_{t}[\hat{\mathbf{K}}(s, t)] \mathbf{x}(t), \quad \mathbf{x} \in B V_{n}
$$

is the same as the operator $\boldsymbol{K} \in B\left(B V_{n}\right)$ defined by $(1,5)$, i.e. $\boldsymbol{K}=\hat{\boldsymbol{K}}$.
Proof. The first part of this corollary simply follows from 1.2. For the second part it is necessary to show that $\hat{\mathbf{K}}: I \rightarrow L\left(R_{n}\right)$ from (1,9) satisfies $(1,1)$ and $(1,2)$.

Assume that $0=\alpha_{0}<\alpha_{1}<\ldots<\alpha_{k}=1$ is an arbitrary subdivision of $[0,1]$ and $J_{i j}=\left[\alpha_{i-1}, \alpha_{i}\right] \times\left[\alpha_{j-1}, \alpha_{j}\right], i, j=1, \ldots, k$ is the corresponding net-type subdivision of $I$ (see I.6.3). We have for any given $\delta>0$

$$
\begin{gathered}
\sum_{i=1}^{k}\left|\boldsymbol{K}\left(\alpha_{i}, \alpha_{1}+\delta\right)-\boldsymbol{K}\left(\alpha_{i}, \alpha_{0}\right)-\boldsymbol{K}\left(\alpha_{i-1}, \alpha_{1}+\delta\right)+\boldsymbol{K}\left(\alpha_{i-1}, \alpha_{0}\right)\right| \\
+\sum_{j=2}^{k} \sum_{i=1}^{k}\left|\boldsymbol{K}\left(\alpha_{i}, \alpha_{j}+\delta\right)-\boldsymbol{K}\left(\alpha_{i}, \alpha_{j-1}+\delta\right)-\boldsymbol{K}\left(\alpha_{i-1}, \alpha_{j}+\delta\right)+\boldsymbol{K}\left(\alpha_{i-1}, \alpha_{j-1}+\delta\right)\right| \leq \mathrm{v}_{I}(\boldsymbol{K})
\end{gathered}
$$

where we assume that $K(s, t)=K(s, 1)$ if $t>1$. Since for $K: I \rightarrow L\left(R_{n}\right)(1,1)$ and $(1,2)$ hold, the limit $\lim _{\delta \rightarrow 0+} K(s, t+\delta)=K(s, t+)$ exists for every $s \in[0,1], t \in[0,1]$. Passing to the limit $\delta \rightarrow 0+$ in the above inequality we obtain for $\hat{\boldsymbol{K}}$ the inequality

$$
\begin{gathered}
\sum_{j=1}^{k} \sum_{i=1}^{k}\left|m_{\hat{K}}\left(J_{i j}\right)\right| \\
\sum_{j=1}^{k} \sum_{i=1}^{k}\left|\hat{\mathbf{K}}\left(\alpha_{i}, \alpha_{j}\right)-\hat{\mathbf{K}}\left(\alpha_{i}, \alpha_{j-1}\right)-\hat{\mathbf{K}}\left(\alpha_{i-1}, \alpha_{j}\right)+\hat{\mathbf{K}}\left(\alpha_{i-1}, \alpha_{j-1}\right)\right| \leq \mathrm{v}_{I}(\boldsymbol{K})
\end{gathered}
$$

which holds for every net-type subdivision $J_{i j}$ of $I$. Hence (see I.6.3) we obtain $\mathrm{v}_{\boldsymbol{I}}(\hat{\boldsymbol{K}}) \leq \mathrm{v}_{\boldsymbol{I}}(\boldsymbol{K})<\infty$. Since $\operatorname{var}_{0}^{1} \boldsymbol{K}(0,)<.\infty$ and $\hat{\boldsymbol{K}}(0, t)=\boldsymbol{K}(0, t+)-\boldsymbol{K}(0,0)$ differs from $K(0, t)-K(0,0)$ only on an at most countable set of points in $[0,1]$, the variation $\operatorname{var}_{0}^{1} \hat{\boldsymbol{K}}(0,$.$) is finite. For \hat{\mathbf{W}}(s, t)=\boldsymbol{K}(s, t)-\hat{\boldsymbol{K}}(s, t)$ we have evidently

$$
\hat{\mathbf{W}}(s, t-)=\boldsymbol{K}(s, t-)-\hat{\mathbf{K}}(s, t-)=\boldsymbol{K}(s, t-)-\lim _{\tau \rightarrow t-} \boldsymbol{K}(s, \tau+)+\boldsymbol{K}(s, 0)=\boldsymbol{K}(s, 0)
$$

if $s \in[0,1], t \in(0,1)$. Similarly also $\hat{\mathbf{W}}(s, t+)=\hat{\mathbf{W}}(s, 1-)=\hat{\mathbf{W}}(s, 1)=\hat{\mathbf{W}}(s, 0+)$ $=\hat{\mathbf{W}}(s, 0)=\boldsymbol{K}(s, 0)$ holds and the assertion of the second part of the corollary is valid.
1.4. Remark. The corollary 1.3 states that we can assume without any loss of generality that the kernel $K: I \rightarrow L\left(R_{n}\right)$, which defines by $(1,5)$ the operator $K \in B\left(B V_{n}\right)$, satisfies

$$
\begin{equation*}
\boldsymbol{K}(s, t+)=\boldsymbol{K}(s, t) \quad \text { for any } \quad s \in[0,1], \quad t \in(0,1) \tag{1,10}
\end{equation*}
$$

and

$$
\begin{equation*}
K(s, 0)=0 \quad \text { for any } \quad s \in[0,1] \tag{1,11}
\end{equation*}
$$

It is clear that if in $(1,9)$ the right-hand limit $K(s, t+)$ is replaced by the left-hand limit $K(s, t-)$, then 1.3 holds too. This justifies the possibility of replacing the condition $(1,10)$ by

$$
\boldsymbol{K}(s, t-)=\boldsymbol{K}(s, t) \quad \text { for any } \quad s \in[0,1], \quad t \in(0,1) .
$$

Hence without any restriction it can be assumed that the kernel $K: I \rightarrow L\left(R_{n}\right)$ defining the operator $K \in B\left(B V_{n}\right)$ by $(1,5)$ satisfies $\left(1,10^{\prime}\right)$ and $(1,11), \boldsymbol{K}$ remaining unchanged also in this case.

Moreover, any operator $K \in B\left(B V_{n}\right)$ given by $(1,5)$ with $K: I \rightarrow L\left(R_{n}\right)$ satisfying $(1,1)$ and $(1,2)$ can be represented by a kernel $K: I \rightarrow L\left(R_{n}\right)$ satisfying the additional assumptions $(1,10),(1,11)$ (or $\left(1,10^{\prime}\right),(1,11)$ ). Using the notations from I. 5 the additional assumptions $(1,10),(1,11)\left(\left(1,10^{\prime}\right),(1,11)\right)$ state that the elements $k_{i j}(s, t)$ of $K: I \rightarrow L\left(R_{n}\right)$ as functions of the second variable $t$ belong to the class $N B V$ $\left(N B V^{-}\right)$.
1.5. Theorem. If $\boldsymbol{K}: I \rightarrow L\left(R_{n}\right)$ satisfies (1,1) and (1,2), then the operator $\boldsymbol{K} \in B\left(B V_{n}\right)$ defined by $(1,5)$ is compact, i.e. $K \in K\left(B V_{n}\right)$.
Proof. For proving $K \in K\left(B V_{n}\right)$ we use I.3.16. Let $\left\{\boldsymbol{x}_{k}\right\}, \boldsymbol{x}_{k} \in B V_{n}, k=1,2, \ldots$ be an arbitrary sequence with

$$
\left\|\mathbf{x}_{k}\right\|_{B V_{n}}=\left|\mathbf{x}_{k}(0)\right|+\operatorname{var}_{0}^{1} \mathbf{x}_{k} \leq C=\text { const. }, \quad k=1,2, \ldots .
$$

By Helly's Choice Theorem (cf. I.1.4) there exists a function $\tilde{\mathbf{x}} \in B V_{n}$ and a subsequence $\boldsymbol{x}_{k_{1}}, l=1,2, \ldots$ of $\left\{\boldsymbol{x}_{k}\right\}$ such that $\lim _{l \rightarrow \infty} \boldsymbol{x}_{k_{l}}(t)=\tilde{\mathbf{x}}(t)$ for any $t \in[0,1]$.

Let us put

$$
\mathbf{z}_{l}(t)=\mathbf{x}_{k_{l}}(t)-\tilde{\mathbf{x}}(t), \quad t \in[0,1], \quad l=1,2, \ldots
$$

Then $\left\|\mathbf{z}_{l}\right\|_{B V_{n}} \leq C+\|\tilde{\mathbf{x}}\|_{B V_{n}}<\infty, \mathbf{z}_{l} \in B V_{n}, l=1,2, \ldots$ and

$$
\begin{equation*}
\lim _{l \rightarrow \infty} \mathbf{z}_{l}(t)=0 \quad \text { for any } \quad t \in[0,1] . \tag{1,12}
\end{equation*}
$$

Using I. 6.18 (see ( $\mathbf{I} .6,14$ )) we have

$$
\begin{gather*}
\operatorname{var}_{0}^{1}\left(\int_{0}^{1} \mathrm{~d}_{t}[\boldsymbol{K}(., t)]\left(\mathbf{x}_{k_{l}}(t)-\tilde{\mathbf{x}}(t)\right)\right)=\operatorname{var}_{0}^{1}\left(\int_{0}^{1} \mathrm{~d}_{t}[\boldsymbol{K}(., t)] \mathbf{z}_{l}(t)\right)  \tag{1,13}\\
\leq \int_{0}^{1}\left|\mathbf{z}_{l}(t)\right| \mathrm{d} \omega_{2}(t)
\end{gather*}
$$

where $\omega_{2}:[0,1] \rightarrow R$ is nondecreasing, $\omega_{2}(0)=0, \omega_{2}(1)=\mathrm{v}_{I}(\boldsymbol{K})$, (see I.6.7). For every $t \in[0,1]$ and $l=1,2, \ldots$ we have evidently $0 \leq\left|\mathbf{z}_{l}(t)\right| \leq\left\|\boldsymbol{z}_{l}\right\|_{B V_{n}} \leq C+\|\tilde{\mathbf{x}}\|_{B V_{n}}$ and the real valued function $\left|z_{l}(t)\right|:[0,1] \rightarrow R$ belongs to $B V[0,1]$ for every $l=1,2, \ldots$. Hence by I.4.19 the integral $\int_{0}^{1}\left|\mathbf{z}_{l}(t)\right| \mathrm{d} \omega_{2}(t)$ exists for every $l=1,2, \ldots$. I.4.24 implies by $(1,12)$

$$
\lim _{l \rightarrow \infty} \int_{0}^{1}\left|\mathbf{z}_{l}(t)\right| \mathrm{d} \omega_{2}(t)=0
$$

and this together with $(1,13)$ leads to the relation

$$
\begin{equation*}
\lim _{l \rightarrow \infty} \operatorname{var}_{0}^{1}\left(\int_{0}^{1} \mathrm{~d}_{t}[\boldsymbol{K}(., t)] \mathbf{x}_{k_{l}}(t)-\int_{0}^{1} \mathrm{~d}_{t}[\boldsymbol{K}(., t)] \tilde{\boldsymbol{x}}(t)\right)=0 . \tag{1,14}
\end{equation*}
$$

By (I.6.13) we have further

$$
\left|\int_{0}^{1} \mathrm{~d}_{t}[\boldsymbol{K}(0, t)] \mathbf{z}_{l}(t)\right| \leq \int_{0}^{1}\left|\mathbf{z}_{l}(t)\right| \mathrm{d}\left[\operatorname{var}_{0}^{t} \boldsymbol{K}(0, .)\right]
$$

and the same argument as above gives by $(1,12)$

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\left|\int_{0}^{1} \mathrm{~d}_{t}[\boldsymbol{K}(0, t)] \boldsymbol{x}_{k_{l}}(t)-\int_{0}^{1} \mathrm{~d}_{t}[\boldsymbol{K}(0, t)] \tilde{\mathbf{x}}(t)\right|=0 . \tag{1,15}
\end{equation*}
$$

Let us now denote $\tilde{\mathbf{y}}(s)=\int_{0}^{1} \mathrm{~d}_{t}[\boldsymbol{K}(s, t)] \tilde{\mathbf{x}}(t)$. By 1,1 evidently $\tilde{\boldsymbol{y}} \in B V_{n}$ and by $(1,14)$ and $(1,15)$ we obtain

$$
\lim _{l \rightarrow \infty}\left\|\boldsymbol{K} \boldsymbol{x}_{k_{l}}-\tilde{\boldsymbol{y}}\right\|_{B V_{n}}=\lim _{l \rightarrow \infty}\left\{\left|\boldsymbol{K} \boldsymbol{x}_{k_{l}}(0)-\tilde{\mathbf{y}}(0)\right|+\operatorname{var}_{0}^{1}\left(\boldsymbol{K} \boldsymbol{x}_{k_{l}}-\tilde{\mathbf{y}}\right)\right\}=0
$$

i.e. the sequence $\left\{\boldsymbol{K} \boldsymbol{x}_{k}\right\}$ contains a subsequence which converges in $B V_{n}$. Hence $K \in K\left(B V_{n}\right)$.

$$
\text { The operator } \int_{0}^{1} K(s, t) \mathrm{d} \varphi(s)
$$

Let us assume that $\varphi \in B V_{n}$ is given, $\varphi(t)=\left(\varphi_{1}(t), \varphi_{2}(t), \ldots, \varphi_{n}(t)\right)^{*}, t \in[0,1]$. If

$$
\begin{equation*}
\operatorname{var}_{0}^{1} K(., 0)<\infty \tag{1,16}
\end{equation*}
$$

then by I.6.6 we obtain $\operatorname{var}_{0}^{1} \boldsymbol{K}(., t) \leq \mathrm{v}_{I}(\boldsymbol{K})+\operatorname{var}_{0}^{1} \boldsymbol{K}(., 0)<\infty$ for every $t \in[0,1]$ provided ( 1,1 ) is fulfilled. In this case by I.4.19 the Perron-Stieltjes integral

$$
\begin{equation*}
\int_{0}^{1} \boldsymbol{K}(s, t) \mathrm{d} \varphi(s)=\psi(t) \tag{1,17}
\end{equation*}
$$

exists for every $t \in[0,1]$.
Let us show that the function $\psi:[0,1] \rightarrow R_{n}$ defined by $(1,17)$ is of bounded variation on $[0,1]$ if $(1,16),(1,1),(1,2)$ are assumed.

Let $0=\gamma_{0}<\gamma_{1}<\ldots<\gamma_{1}=1$ be an arbitrary subdivision of [0, 1]. By I.4.27 we have

$$
\begin{aligned}
\left|\boldsymbol{\psi}\left(\gamma_{i}\right)-\boldsymbol{\psi}\left(\gamma_{i-1}\right)\right| & =\left|\int_{0}^{1}\left(\boldsymbol{K}\left(s, \gamma_{i}\right)-\boldsymbol{K}\left(s, \gamma_{i-1}\right)\right) \mathrm{d} \boldsymbol{\varphi}(s)\right| \\
\leq \sup _{s \in[0,1]}\left|\boldsymbol{K}\left(s, \gamma_{i}\right)-\boldsymbol{K}\left(s, \gamma_{i-1}\right)\right| \operatorname{var}_{0}^{1} \boldsymbol{\varphi} & \leq\left(\mathrm{v}_{[0,1] \times\left[\gamma_{i-1}, \gamma_{i}\right]}(\boldsymbol{K})+\left|\boldsymbol{K}\left(0, \gamma_{i}\right)-\boldsymbol{K}\left(0, \gamma_{i-1}\right)\right|\right) \operatorname{var}_{0}^{1} \boldsymbol{\varphi}
\end{aligned}
$$

because for every $s \in[0,1]$

$$
\begin{gathered}
\left|\boldsymbol{K}\left(s, \gamma_{i}\right)-\boldsymbol{K}\left(s, \gamma_{i-1}\right)\right| \\
\leq\left|\boldsymbol{K}\left(s, \gamma_{i}\right)-\boldsymbol{K}\left(s, \gamma_{i-1}\right)-\boldsymbol{K}\left(0, \gamma_{i}\right)+\boldsymbol{K}\left(0, \gamma_{i-1}\right)\right|+\left|\boldsymbol{K}\left(0, \gamma_{i}\right)-\boldsymbol{K}\left(0, \gamma_{i-1}\right)\right| \\
\leq \mathrm{v}_{[0,1] \times\left[\gamma_{i-1}, \gamma_{i}\right]}(\boldsymbol{K})+\left|\boldsymbol{K}\left(0, \gamma_{i}\right)-\boldsymbol{K}\left(0, \gamma_{i-1}\right)\right|
\end{gathered}
$$

(cf. I.6). Hence by I.6.5

$$
\begin{gather*}
\sum_{i=1}^{l}\left|\boldsymbol{\psi}\left(\gamma_{i}\right)-\boldsymbol{\psi}\left(\gamma_{i-1}\right)\right|  \tag{1,18}\\
\leq \sum_{i=1}^{l}\left(\mathrm{v}_{[0,1] \times\left[\gamma_{i-1}, \gamma_{i}\right]}(\boldsymbol{K})+\left|\boldsymbol{K}\left(0, \gamma_{i}\right)-\boldsymbol{K}\left(0, \gamma_{i-1}\right)\right|\right) \operatorname{var}_{0}^{1} \boldsymbol{\varphi} \\
\leq\left[\mathrm{v}_{\boldsymbol{I}}(\boldsymbol{K})+\operatorname{var}_{0}^{1} \boldsymbol{K}(0, .)\right] \operatorname{var}_{0}^{1} \boldsymbol{\varphi} \leq\left[\mathrm{v}_{\boldsymbol{I}}(\boldsymbol{K})+\operatorname{var}_{0}^{1} \boldsymbol{K}(0, .)\right]\|\boldsymbol{\varphi}\|_{B V_{n}}
\end{gather*}
$$

for all subdivisions $0=\gamma_{0}<\gamma_{1}<\ldots<\gamma_{I}=1$ and so $\operatorname{var}_{0}^{1} \psi<\infty$. In this way the integral $(1,17)$ defines an operator acting on $B V_{n}$; we set

$$
\begin{equation*}
\tilde{\boldsymbol{K}} \varphi=\int_{0}^{1} K(s, t) \mathrm{d} \varphi(s), \quad \varphi \in B V_{n} . \tag{1,19}
\end{equation*}
$$

1.6. Theorem. If $\boldsymbol{K}: I \rightarrow L\left(R_{n}\right)$ satisfies $(1,1),(1,2)$ and $(1,16)$, then the operator $\tilde{\boldsymbol{K}}$ defined by $(1,19)$ is a bounded linear operator on $B V_{n}$; i.e. $\tilde{\mathbf{K}} \in B\left(B V_{n}\right)$ and

$$
\begin{equation*}
\|\tilde{\boldsymbol{K}}\|_{\boldsymbol{B}\left(B V_{n}\right)} \leq|\boldsymbol{K}(0,0)|+\operatorname{var}_{0}^{1} \boldsymbol{K}(., 0)+\operatorname{var}_{0}^{1} \boldsymbol{K}(0, .)+\mathrm{v}_{\boldsymbol{I}}(\boldsymbol{K}) . \tag{1,20}
\end{equation*}
$$

Proof. The linearity of $\widetilde{\boldsymbol{K}}$ is obvious. For any $\varphi \in B V_{n}$ by I.4.27 we have

$$
\left|\int_{0}^{1} \boldsymbol{K}(s, 0) \mathrm{d} \boldsymbol{\varphi}(s)\right| \leq \sup _{s \in[0,1]}|\boldsymbol{K}(s, 0)| \operatorname{var}_{0}^{1} \boldsymbol{\varphi} \leq\left(|\boldsymbol{K}(0,0)|+\operatorname{var}_{0}^{1} \boldsymbol{K}(., 0)\right)\|\boldsymbol{\varphi}\|_{B V_{n}} .
$$

Using $(1,18)$ we obtain

$$
\begin{gathered}
\|\tilde{\boldsymbol{K}} \boldsymbol{\varphi}\|_{B V_{n}}=\left|\int_{0}^{1} \boldsymbol{K}(s, 0) \mathrm{d} \boldsymbol{\varphi}(s)\right|+\operatorname{var}_{0}^{1} \int_{0}^{1} \boldsymbol{K}(s, .) \mathrm{d} \boldsymbol{\varphi}(s) \\
\leq\left[|\boldsymbol{K}(0,0)|+\operatorname{var}_{0}^{1} \boldsymbol{K}(0, .)+\operatorname{var}_{0}^{1} \boldsymbol{K}(., 0)+\mathrm{v}_{\boldsymbol{I}}(\boldsymbol{K})\right]\|\boldsymbol{\varphi}\|_{B V_{n}} .
\end{gathered}
$$

Hence $\widetilde{\mathbf{K}} \in B\left(B V_{n}\right)$ and $(1,20)$ holds.
1.7. Lemma. Let $\mathbf{M}:[0,1] \rightarrow L\left(R_{n}\right)$ be an $n \times n$-matrix valued function such that

$$
\begin{equation*}
\operatorname{var}_{0}^{1} \boldsymbol{M}<\infty . \tag{1,21}
\end{equation*}
$$

Assume that a fixed $\sigma \in[a, b]$ is given. Define for $\mathbf{x} \in B V_{n}$ the operators

$$
\mathbf{M} \mathbf{x}=\mathbf{M}(t) \mathbf{x}(\sigma), \quad \mathbf{M}^{+} \mathbf{x}=\mathbf{M}(t) \Delta^{+} \boldsymbol{x}(\sigma), \quad \mathbf{M}^{-} \mathbf{x}=\boldsymbol{M}(t) \Delta^{-} \mathbf{x}(\sigma)
$$

where $\Delta^{+} \mathbf{x}(\sigma)=\mathbf{x}(\sigma+)-\mathbf{x}(\sigma), \Delta^{-} \mathbf{x}(\sigma)=\mathbf{x}(\sigma)-\mathbf{x}(\sigma-)$. The operators $\mathbf{M}, \mathbf{M}^{+}, \mathbf{M}^{-}$ are compact linear operators on $B V_{n}$, i.e. $\mathbf{M}, \mathbf{M}^{+}, \mathbf{M}^{-} \in K\left(B V_{n}\right)$.

Proof. Since evidently

$$
\begin{gathered}
\|\boldsymbol{M} \mathbf{x}\|_{B V_{n}}=|\boldsymbol{M}(0) \mathbf{x}(\sigma)|+\operatorname{var}_{0}^{1}(\boldsymbol{M}(.) \mathbf{x}(\sigma)) \leq\left[|\boldsymbol{M}(0)|+\operatorname{var}_{0}^{1} \boldsymbol{M}\right]|\mathbf{x}(\sigma)| \\
\leq\left[|\boldsymbol{M}(0)|+\operatorname{var}_{0}^{1} \boldsymbol{M}\right]\|\mathbf{x}\|_{\boldsymbol{B} V_{n}}
\end{gathered}
$$

we have $\boldsymbol{M} \in B\left(B V_{n}\right)$ and

$$
\|\boldsymbol{M}\|_{\boldsymbol{B}\left(\boldsymbol{B} V_{n}\right)} \leq\left[|\boldsymbol{M}(0)|+\operatorname{var}_{0}^{1} \boldsymbol{M}\right] .
$$

The same argument gives also $\boldsymbol{M}^{+}, \boldsymbol{M}^{-} \in B\left(B V_{n}\right)$ and the inequalities

$$
\left\|\boldsymbol{M}^{+}\right\|_{\boldsymbol{B}\left(\boldsymbol{B} V_{n}\right)} \leq\left[|\boldsymbol{M}(0)|+\operatorname{var}_{0}^{1} \boldsymbol{M}\right], \quad\left\|\boldsymbol{M}^{-}\right\|_{\boldsymbol{B}\left(B V_{n}\right)} \leq\left[|\boldsymbol{M}(0)|+\operatorname{var}_{0}^{1} \boldsymbol{M}\right] .
$$

Let us denote by $B=\left\{\mathbf{x} \in B V_{n} ;\|\boldsymbol{x}\|_{B V_{n}} \leq 1\right\}$ the unit ball in $B V_{n} . \mathbf{M}^{+}(B)$ $=\left\{\boldsymbol{y} \in B V_{n} ; \boldsymbol{y}=\mathbf{M}^{+} \boldsymbol{x}, \mathbf{x} \in B\right\}$ is the image of $B$ under the map $\mathbf{M}^{+}$. Let $\boldsymbol{y}_{k} \in \mathbf{M}^{+}(B)$, $k=1,2, \ldots$ be an arbitrary sequence in $\boldsymbol{M}^{+}(B)$, i.e. there is a sequence $\boldsymbol{x}_{k} \in B$ such that $\boldsymbol{y}_{k}=\boldsymbol{M}^{+} \boldsymbol{x}_{\boldsymbol{k}}$. Since $\boldsymbol{x}_{k} \in B, k=1,2, \ldots$ we have

$$
\left|\Delta^{+} \boldsymbol{x}_{k}(\sigma)\right| \leq \operatorname{var}_{0}^{1} \boldsymbol{x}_{k} \leq\left\|\boldsymbol{x}_{k}\right\|_{B V_{n}} \leq 1
$$

and there is a subsequence $\left\{\mathbf{x}_{k_{l}}\right\}, l=1,2, \ldots$ such that $\lim _{l \rightarrow \infty} \Delta^{+} \boldsymbol{x}_{k_{l}}(\sigma)=\mathbf{z} \in R_{n}$ and $\mathbf{M}(t) \mathbf{z} \in B V_{n}$. Since evidently

$$
\left\|\boldsymbol{M}^{+} \boldsymbol{x}_{\boldsymbol{k}_{\boldsymbol{l}}}-\boldsymbol{M}(t) \mathbf{z}\right\|_{B V_{n}} \leq\left(|\boldsymbol{M}(0)|+\operatorname{var}_{0}^{1} \boldsymbol{M}\right)\left|\Delta^{+} \boldsymbol{x}_{\boldsymbol{k}_{l}}-\mathbf{z}\right|
$$

we obtain that

$$
\lim _{l \rightarrow \infty} \boldsymbol{y}_{\boldsymbol{k}_{l}}=\lim _{l \rightarrow \infty} \mathbf{M}^{+} \boldsymbol{x}_{k_{l}}=\mathbf{M}(t) \mathbf{z} \quad \text { in } B V_{n}
$$

and $\mathbf{M}^{+} \in K\left(B V_{n}\right)$.
For an analogous reason the results $\mathbf{M} \in K\left(B V_{n}\right), \boldsymbol{M}^{-} \in K\left(B V_{n}\right)$ are derivable.
1.8. Lemma. Let $\left\{\sigma_{t}\right\}_{l=1}^{\infty}$ be an arbitrary sequence of real numbers in $[0,1]$. Suppose that $\boldsymbol{M}_{l}:[0,1] \rightarrow L\left(R_{n}\right), l=1,2, \ldots$ is a sequence of $n \times n$-matrix valued functions satisfying

$$
\begin{equation*}
\sum_{l=1}^{\infty}\left(\left|\boldsymbol{M}_{l}(0)\right|+\operatorname{var}_{0}^{1} \boldsymbol{M}_{l}\right)<\infty . \tag{1,22}
\end{equation*}
$$

Define for $\mathbf{x} \in B V_{n}$ the series

$$
\begin{align*}
\boldsymbol{R x} & =\sum_{l=1}^{\infty} \boldsymbol{M}_{l}(t) \Delta^{+} \boldsymbol{x}\left(\sigma_{l}\right),  \tag{1,23}\\
\boldsymbol{L x} & =\sum_{l=1}^{\infty} \boldsymbol{M}_{l}(t) \Delta^{-} \boldsymbol{x}\left(\sigma_{l}\right) \tag{1,24}
\end{align*}
$$

where $\Delta^{+} \mathbf{x}(\sigma)=\mathbf{x}(\sigma+)-\mathbf{x}(\sigma)$, for $\sigma \in[0,1) \Delta^{-} \mathbf{x}(\sigma)=\mathbf{x}(\sigma)-\mathbf{x}(\sigma-)$, for $\sigma \in(0,1]$ $\Delta^{+} \boldsymbol{x}(1)=\mathbf{0}, \Delta^{-} \boldsymbol{x}(0)=\mathbf{0}$.
Both expressions $(1,23)$ and $(1,24)$ define compact operators on $B V_{n}$, i.e. $R, L \in K\left(B V_{n}\right)$.

Proof. We prove this lemma only for $\boldsymbol{R}$; the proof for $\boldsymbol{L}$ is similar. First let us prove that $\boldsymbol{R} \in B\left(B V_{n}\right)$. The linearity of the operator $\boldsymbol{R}$ is evident. Let $0=\alpha_{0}<\alpha_{1}<\ldots<\alpha_{k}=1$ be an arbitrary subdivision of $[0,1]$. We have

$$
\begin{gathered}
\sum_{j=1}^{k}\left|\sum_{l=1}^{\infty}\left(\mathbf{M}_{l}\left(\alpha_{j}\right)-\mathbf{M}_{l}\left(\alpha_{j-1}\right)\right) \Delta^{+} \boldsymbol{x}\left(\sigma_{l}\right)\right| \leq \sum_{j=1}^{k} \sum_{l=1}^{\infty}\left|\mathbf{M}_{l}\left(\alpha_{j}\right)-\mathbf{M}_{l}\left(\alpha_{j-1}\right)\right| \operatorname{var}_{0}^{1} \mathbf{x} \\
=\sum_{l=1}^{\infty}\left(\sum_{j=1}^{k}\left|\mathbf{M}_{l}\left(\alpha_{j}\right)-\mathbf{M}_{l}\left(\alpha_{j-1}\right)\right|\right) \operatorname{var}_{0}^{1} \mathbf{x} \leq \sum_{l=1}^{\infty} \operatorname{var}_{0}^{1} \mathbf{M}_{l} \operatorname{var}_{0}^{1} \boldsymbol{x}
\end{gathered}
$$

Hence

$$
\operatorname{var}_{0}^{1} \boldsymbol{R} \mathbf{x} \leq\left(\sum_{l=1}^{\infty} \operatorname{var}_{0}^{1} \boldsymbol{M}_{l}\right) \operatorname{var}_{0}^{1} \mathbf{x} \leq\left(\sum_{l=1}^{\infty} \operatorname{var}_{0}^{1} \boldsymbol{M}_{l}\right)\|\boldsymbol{x}\|_{B V_{n}}
$$

Further

$$
\left|\sum_{l=1}^{\infty} \boldsymbol{M}_{l}(0) \Delta^{+} \boldsymbol{x}\left(\sigma_{l}\right)\right| \leq \sum_{l=1}^{\infty}\left|\boldsymbol{M}_{l}(0)\right| \operatorname{var}_{0}^{1} \mathbf{x} \leq\left(\sum_{l=1}^{\infty}\left|\boldsymbol{M}_{l}(0)\right|\right)\|\boldsymbol{x}\|_{B V_{n}}
$$

and consequently

$$
\|\boldsymbol{R} \boldsymbol{x}\|_{B V_{n}} \leq\left[\sum_{l=1}^{\infty}\left(\left|\boldsymbol{M}_{l}(0)\right|+\operatorname{var}_{0}^{1} \boldsymbol{M}_{l}\right)\right]\|\boldsymbol{x}\|_{B V_{n}}, \text { i.e. } \quad \boldsymbol{R} \in B\left(B V_{n}\right) .
$$

Let us now define for every $N=1,2, \ldots$ the operator

$$
R_{N} \mathbf{x}=\sum_{l=1}^{N} \boldsymbol{M}_{l}(t) \Delta^{+} \boldsymbol{x}\left(\sigma_{l}\right), \quad \mathbf{x} \in B V_{n}
$$

1.7 implies that $\boldsymbol{R}_{N}$ is compact for every $N=1,2, \ldots$ because $\boldsymbol{R}_{N}$ is a finite sum of compact operators. Further for every $\mathbf{x} \in B V_{n}$ we have

$$
\boldsymbol{R} \mathbf{x}-\boldsymbol{R}_{N} \mathbf{x}=\sum_{l=N+1}^{\infty} \boldsymbol{M}_{l}(t) \Delta^{+} \boldsymbol{x}\left(\sigma_{l}\right)
$$

and as above also

$$
\left\|\boldsymbol{R} \mathbf{x}-\boldsymbol{R}_{N} \mathbf{x}\right\|_{B V_{n}} \leq\left[\sum_{l=N+1}^{\infty}\left(\left|\boldsymbol{M}_{l}(0)\right|+\operatorname{var}_{0}^{1} \boldsymbol{M}_{l}\right)\right]\|\mathbf{x}\|_{B V_{n}}
$$

Hence by the assumption (1,22) we obtain that $\lim _{N \rightarrow \infty} \boldsymbol{R}_{N}=\boldsymbol{R}$ in $B\left(B V_{n}\right)$ and therefore by I.3.17 we get $\boldsymbol{R} \in K\left(B V_{n}\right)$.
1.9. Theorem. If $K: I \rightarrow L\left(R_{n}\right)$ satisfies $(1,1),(1,2)$ and $(1,16)$, then the operator $\tilde{\boldsymbol{K}} \in B\left(B V_{n}\right)$ defined by $(1,19)$ is compact, i.e. $\widetilde{\boldsymbol{K}} \in K\left(B V_{n}\right)$.

Proof. In 1.6 we have proved that $\widetilde{\boldsymbol{K}} \in B\left(B V_{n}\right)$. The assumptions guarantee by I.6.5 that $\operatorname{var}_{0}^{1} K(., t)<\infty$ for every $t \in[0,1]$. Hence by the integration-by-parts formula I.4.33 we get

$$
\begin{gather*}
\int_{0}^{1} \boldsymbol{K}(s, t) \mathrm{d} \boldsymbol{\varphi}(s)=-\int_{0}^{1} \mathrm{~d}_{s}[\boldsymbol{K}(s, t)] \boldsymbol{\varphi}(s)+\boldsymbol{K}(1, t) \varphi(1)-\boldsymbol{K}(0, t) \boldsymbol{\varphi}(0)  \tag{1,25}\\
-\sum_{0 \leq \sigma<1} \Delta_{s}^{+} \boldsymbol{K}(\sigma, t) \Delta^{+} \boldsymbol{\varphi}(\sigma)+\sum_{0<\sigma \leq 1} \Delta_{s}^{-} \boldsymbol{K}(\sigma, t) \Delta^{-} \boldsymbol{\varphi}(\sigma)
\end{gather*}
$$

for any $t \in[0,1]$, where $\Delta_{s}^{+} \boldsymbol{K}(\sigma, t)=\boldsymbol{K}(\sigma+, t)-\boldsymbol{K}(\sigma, t), \Delta_{s}^{-} \boldsymbol{K}(\sigma, t)=\boldsymbol{K}(\sigma, t)-\boldsymbol{K}(\sigma-, t)$, $\Delta^{+} \varphi(\sigma)=\varphi(\sigma+)-\varphi(\sigma), \Delta^{-} \varphi(\sigma)=\varphi(\sigma)-\varphi(\sigma-)$.

By 1.5 the integral $\int_{0}^{1} \mathrm{~d}_{s}[K(s, t)] \varphi(s)$ defines a compact operator on $B V_{n}$. Further by $(1,1)$ and $(1,2)$ we have $\operatorname{var}_{0}^{1} K(s,)<.\infty$ for any $s \in[0,1]$ (cf. I.6.6). Hence by 1.7 the expressions $\boldsymbol{K}(1, t) \boldsymbol{\varphi}(1), \boldsymbol{K}(0, t) \boldsymbol{\varphi}(0)$ determine compact operators on $B V_{n}$. If we prove that the last two terms on the right-hand side in $(1,25)$ define compact operators on $B V_{n}$; then $\tilde{\boldsymbol{K}} \in B\left(B V_{n}\right)$ is expressed by $(1,25)$ in the form of the finite sum of compact operators and is therefore also compact.

Let us consider the term

$$
\begin{equation*}
\sum_{0 \leq \sigma<1} \Delta_{s}^{+} \boldsymbol{K}(\sigma, t) \Delta^{+} \boldsymbol{\varphi}(\sigma)=\boldsymbol{R} \varphi \tag{1,26}
\end{equation*}
$$

from the expression $(1,25)$. Since $(1,1)$ and $(1,16)$ are assumed, the set of discontinuity points of $K(s, t)$ in the first variable lies on an at most denumerable system of lines parallel to the $t$-axis (see I.6.8) i.e. there is a sequence $\sigma_{l}, l=1,2, \ldots, \sigma_{l} \in[0,1]$ such that $\Delta_{s}^{+} \boldsymbol{K}(\sigma, t)=\mathbf{0}$ whenever $\sigma \neq \sigma_{l}, l=1,2, \ldots, \sigma \in[0,1)$, and $t \in[0,1]$ is arbitrary. Hence the sum $\boldsymbol{R} \varphi$ from $(1,26)$ can be written in the form

$$
\boldsymbol{R} \boldsymbol{\varphi}=\sum_{l=1}^{\infty} \Delta_{s}^{+} \boldsymbol{K}\left(\sigma_{l}, t\right) \Delta^{+} \boldsymbol{\varphi}\left(\sigma_{l}\right)
$$

By I. 6.15 we have

$$
\operatorname{var}_{0}^{1} \Delta_{s}^{+} \boldsymbol{K}\left(\sigma_{l}, .\right) \leq \omega_{1}\left(\sigma_{l}+\right)-\omega_{1}\left(\sigma_{l}\right)
$$

where $\omega_{1}:[0,1] \rightarrow R$ is defined by (I.6,5) for $K: I \rightarrow L\left(R_{n}\right)$. Hence (see I.6.7)

$$
\sum_{l=1}^{\infty} \operatorname{var}_{0}^{1} \Delta_{s}^{+} \boldsymbol{K}\left(\sigma_{l}, .\right) \leq \sum_{l=1}^{\infty}\left(\omega_{1}\left(\sigma_{l}+\right)-\omega_{1}\left(\sigma_{l}\right)\right) \leq \operatorname{var}_{0}^{1} \omega_{1}=\mathrm{v}_{\boldsymbol{I}}(\boldsymbol{K})
$$

Further evidently

$$
\sum_{l=1}^{\infty}\left|\Delta_{s}^{+} \boldsymbol{K}\left(\sigma_{l}, 0\right)\right| \leq \operatorname{var}_{0}^{1} \boldsymbol{K}(., 0)<\infty
$$

by $(1,16)$. Hence

$$
\sum_{l=1}^{\infty}\left(\left|\Delta_{s}^{+} \boldsymbol{K}\left(\sigma_{l}, 0\right)\right|+\operatorname{var}_{0}^{1} \Delta_{s}^{+} \boldsymbol{K}\left(\sigma_{l}, .\right)\right)<\infty
$$

All assumptions of 1.8 being satisfied we obtain that $\boldsymbol{R} \varphi$ is a compact operator acting on $B V_{n}$. In a similar way we can show that the expression $\sum_{0<\sigma \leq 1} \Delta_{s}^{-} K(\sigma, t) \Delta^{-} \varphi(\sigma)$ from $(1,25)$ also defines a compact operator on $B V_{n}$ and this yields our theorem.

From 1.9 the following can easily be deduced.
1.10. Theorem. If $K: I \rightarrow L\left(R_{n}\right)$ satisfies $(1,1),(1,2)$ and $(1,16)$ and moreover

$$
\begin{array}{lll}
\boldsymbol{K}(s, t+)=\boldsymbol{K}(s, t) & \text { for any } & s \in[0,1], \quad t \in(0,1)  \tag{1,27}\\
\boldsymbol{K}(s, 0)=\mathbf{0} & \text { for any } & s \in[0,1]
\end{array}
$$

then the expression

$$
\begin{equation*}
\boldsymbol{K}^{\prime} \boldsymbol{\varphi}=\int_{0}^{1} \boldsymbol{K}^{*}(s, t) \mathrm{d} \boldsymbol{\varphi}(s), \quad \varphi \in N B V_{n} \tag{1,28}
\end{equation*}
$$

defines a compact linear operator acting on $N B V_{n}$, i.e. $K^{\prime} \in K\left(N B V_{n}\right)$. $\left(B y K^{*}(s, t)\right.$ the transposition of the matrix $\boldsymbol{K}(s, t)$ is denoted.)

Proof. Using the properties of the norm of a matrix (see I.1.1) we easily obtain that for $\boldsymbol{K}^{*}: I \rightarrow L\left(R_{n}\right)$ we have $\operatorname{var}_{0}^{1} \boldsymbol{K}^{*}(0,)<.\infty, \operatorname{var}_{0}^{1} \boldsymbol{K}^{*}(., 0)<\infty, \mathrm{v}_{\boldsymbol{I}}\left(\boldsymbol{K}^{*}\right)<\infty$, $\boldsymbol{K}^{*}(s, t+)=\boldsymbol{K}^{*}(s, t)$ for any $s \in[0,1], t \in(0,1)$ and $\boldsymbol{K}^{*}(s, 0)=\mathbf{0}$ for any $s \in[0,1]$ whenever the assumptions of the theorem are satisfied. By 1.9 the operator $\tilde{K} \psi$ $=\int_{0}^{1} K^{*}(s, t) \mathrm{d} \psi(s), \psi \in B V_{n}$ belongs to $K\left(B V_{n}\right)$. The operator $K^{\prime}$ given by $(1,28)$ is evidently a restriction of $\widetilde{K}$ to the closed subspace $N B V_{n} \subset B V_{n}$ (cf. I.5.2). For an arbitrary $\psi \in B V_{n}$ we have by $(1,27)$

$$
\begin{aligned}
& \int_{0}^{1} \boldsymbol{K}^{*}(s, 0) \mathrm{d} \psi(s)=0 \quad \text { and for any } \quad t \in(0,1) \\
& \lim _{\delta \rightarrow 0+} \int_{0}^{1} K^{*}(s, t+\delta) \mathrm{d} \psi(s)=\int_{0}^{1} K^{*}(s, t) \mathrm{d} \psi(s)
\end{aligned}
$$

since by I.4.27 we have

$$
\left|\int_{0}^{1}\left(\boldsymbol{K}^{*}(s, t+\delta)-\boldsymbol{K}^{*}(s, t)\right) \mathrm{d} \psi(s)\right| \leq \sup _{s \in[0,1]}\left|\boldsymbol{K}^{*}(s, t+\delta)-\boldsymbol{K}^{*}(s, t)\right|\|\boldsymbol{\psi}\|_{B V_{n}}
$$

and by I.6.16

$$
\lim _{\delta \rightarrow 0+} \sup _{s \in[0,1]}\left|\boldsymbol{K}^{*}(s, t+\delta)-K^{*}(s, t)\right|=0 .
$$

Hence the above mentioned operator $\tilde{\mathbf{K}} \in K\left(B V_{n}\right)$ maps $B V_{n}$ into $N B V_{n}$ when $(1,27)$ is satisfied and its restriction $K^{\prime}$ to the closed subspace $N B V_{n} \subset B V_{n}$ consequently belongs to $K\left(N B V_{n}\right)$.

Let us now consider the pair of Banach spaces $B V_{n}, N B V_{n}$ which form a dual pair $\left(B V_{n}, N B V_{n}\right)$ with respect to the bilinear form

$$
\begin{equation*}
\langle x, \varphi\rangle=\int_{0}^{1} x^{*}(t) \mathrm{d} \varphi(t), \quad x \in B V_{n}, \quad \varphi \in N B V_{n} \tag{1,29}
\end{equation*}
$$

(see I.5.9). By the results from 1.3 we have

$$
K \mathbf{x}=\int_{0}^{1} \mathrm{~d}_{t}[K(s, t)] x(t)=\int_{0}^{1} \mathrm{~d}_{t}[\hat{\mathbb{R}}(s, t)] \mathbf{x}(t), \quad s \in[0,1]
$$

for every $\mathbf{x} \in B V_{n}$, where $\boldsymbol{R}(s, t)$ is defined by $(1,9)$ and $\hat{\boldsymbol{K}}(s, t)$ evidently satisfies $(1,1)$, $(1,2),(1,16)$ and $(1,27)$ (i.e. the assumptions of 1.10$)$. Hence

$$
\langle\boldsymbol{K} x, \varphi\rangle=\left\langle\int_{0}^{1} \mathrm{~d}_{t}[\hat{K}(., t)] x(t), \varphi\right\rangle
$$

for every $\mathrm{x} \in B V_{n}, \varphi \in N B V_{n}$. Using I.6.22 we obtain
i.e.

$$
\langle\boldsymbol{K} \boldsymbol{x}, \boldsymbol{\varphi}\rangle=\left\langle\boldsymbol{x}, \int_{0}^{1} \hat{\mathbf{K}}^{*}(s, .) \mathrm{d} \boldsymbol{\varphi}(s)\right\rangle \quad \text { for every } \quad \mathbf{x} \in B V_{n}, \quad \varphi \in N B V_{n},
$$

where

$$
\begin{equation*}
\boldsymbol{K}^{\prime} \varphi=\int_{0}^{1} \hat{K}^{*}(s, t) \mathrm{d} \varphi(s), \quad t \in[0,1], \quad \varphi \in N B V_{n} \tag{1,30}
\end{equation*}
$$

and $K^{\prime}$ is a compact operator acting on the space $N B V_{n}$. Resuming these results we have
1.11. Theorem. If $\boldsymbol{K}: I \rightarrow L\left(R_{n}\right)$ satisfies $(1,1),(1,2)$, then for the operator $\boldsymbol{K} \in K\left(B V_{n}\right)$ given by $(1,3)$ we have

$$
\langle\boldsymbol{K x}, \boldsymbol{\varphi}\rangle=\left\langle\boldsymbol{x}, \boldsymbol{K}^{\prime} \boldsymbol{\varphi}\right\rangle
$$

for every $\mathbf{x} \in B V_{n}, \boldsymbol{\varphi} \in N B V_{n}$ where $K^{\prime} \in K\left(N B V_{n}\right)$ is given by $(1,30)$ and the bilinear form $\langle\mathbf{x}, \varphi\rangle$ on $B V_{n} \times N B V_{n}$ is given by $(1,29)$.

## 2. Fredholm-Stieltjes integral equations

In this section we consider the Fredholm-Stieltjes integral equation

$$
\boldsymbol{x}(t)-\int_{0}^{1} \mathrm{~d}_{s}[\boldsymbol{K}(t, s)] \boldsymbol{x}(s)=\boldsymbol{f}(t)
$$

in the Banach space $B V_{n}[0,1 \cdot]=B V_{n}$.
The fundamental results concerning equations of this kind are contained in the following
2.1. Theorem. If $K: I \rightarrow L\left(R_{n}\right) \quad\left(I=[0,1] \times[0,1] \subset R_{2}\right)$ satisfies

$$
\begin{gather*}
\mathbf{v}_{I}(\boldsymbol{K})<\infty  \tag{2,1}\\
\operatorname{var}_{0}^{1} K(0, .)<\infty \tag{2,2}
\end{gather*}
$$

then either
I. the Fredholm-Stieltjes integral equation

$$
\begin{equation*}
\mathbf{x}(t)-\int_{0}^{1} \mathrm{~d}_{s}[K(t, s)] \mathbf{x}(s)=\boldsymbol{f}(t), \quad t \in[0,1] \tag{2,3}
\end{equation*}
$$

admits a unique solution in $B V_{n}$ for any $f \in B V_{n}$ or
II. the homogeneous Fredholm-Stieltjes integral equation

$$
\begin{equation*}
\mathbf{x}(t)-\int_{0}^{1} \mathrm{~d}_{s}[\boldsymbol{K}(t, s)] \mathbf{x}(s)=\mathbf{0} \tag{2,4}
\end{equation*}
$$

admits $r$ linearly independent solutions $\mathbf{x}_{1}, \ldots, \boldsymbol{x}_{r} \in B V_{n}$ where $r$ is a positive integer. If moreover it is assumed that

$$
\begin{gather*}
\operatorname{var}_{0}^{1} \boldsymbol{K}(., 0)<\infty,  \tag{2,5}\\
\boldsymbol{K}(t, s+)=\boldsymbol{K}(t, s) \quad \text { for any } t \in[0,1], \quad s \in(0,1) \tag{2,6}
\end{gather*}
$$

and

$$
\begin{equation*}
K(t, 0)=0 \quad \text { for any } \quad t \in[0,1] \tag{2,7}
\end{equation*}
$$

then in the case I. the equation

$$
\begin{equation*}
\varphi(s)-\int_{0}^{1} K^{*}(t, s) \mathrm{d} \varphi(t)=\psi(s) \tag{2,8}
\end{equation*}
$$

admits a unique solution in $N B V_{n}$ for any $\psi \in N B V_{n}$ and in the case II. the corresponding homogeneous equation

$$
\begin{equation*}
\boldsymbol{\varphi}(s)-\int_{0}^{1} \boldsymbol{K}^{*}(t, s) \mathrm{d} \boldsymbol{\varphi}(t)=\mathbf{0} \tag{2,9}
\end{equation*}
$$

admits also $r$ linearly independent solutions $\varphi_{1}, \varphi_{2}, \ldots, \varphi_{r} \in N B V_{n}$.
Proof. Let us denote by

$$
\boldsymbol{A x}=(\boldsymbol{I}-\boldsymbol{K}) \mathbf{x}=\mathbf{x}(t)-\int_{0}^{1} \mathrm{~d}_{s}[\boldsymbol{K}(t, s)] \mathbf{x}(s), \quad \mathbf{x} \in B V_{n}
$$

the linear operator corresponding to the Fredholm-Stieltjes integral equation $(2,3)$. By $\boldsymbol{I}$ we denote the identity operator on $B V_{n}$ and $\boldsymbol{K}$ is the operator defined by $(1,5)$. Since 1.5 implies $K \in K\left(B V_{n}\right)$, we have by I.3.20 ind $\boldsymbol{A}=\operatorname{ind}(\boldsymbol{I}-\boldsymbol{K})=0$ and this implies the first part of our theorem immediately.
Under the assumptions of the second part we have by $1.11\langle\boldsymbol{K} \mathbf{x}, \boldsymbol{\varphi}\rangle=\left\langle\mathbf{x}, \boldsymbol{K}^{\prime} \boldsymbol{\varphi}\right\rangle$ for every $\mathrm{x} \in B V_{n}, \varphi \in N B V_{n}$ where $\boldsymbol{K}^{\prime} \varphi=\int_{0}^{1} K^{*}(t, s) \mathrm{d} \varphi(t)$ is a compact operator acting on $N B V_{n}($ see 1,10$)$. Hence ind $\left(I-K^{\prime}\right)=0$ and by I.3.20 we have $\alpha(I-K)$ $=\alpha\left(\boldsymbol{I}-\boldsymbol{K}^{\prime}\right)=\beta(\boldsymbol{I}-\boldsymbol{K})=\beta\left(\boldsymbol{I}-\boldsymbol{K}^{\prime}\right)$. This completes the proof.
2.2. Theorem. If $K: I \rightarrow L\left(R_{n}\right)$ satisfies $(2,1),(2,2),(2,5),(2,6)$ and $(2,7)$, then the equation $(2,3)$ has a solution in $B V_{n}$ if and only if

$$
\begin{equation*}
\int_{0}^{1} f^{*}(t) \mathrm{d} \varphi(t)=0 \tag{2,10}
\end{equation*}
$$

for any solution $\varphi \in N B V_{n}$ of the homogeneous equation $(2,9)$ and symmetrically the equation $(2,8)$ has a solution in $N B V_{n}$ if and only if

$$
\begin{equation*}
\int_{0}^{1} \mathbf{x}^{*}(t) \mathrm{d} \psi(t)=0 \tag{2,11}
\end{equation*}
$$

for any solution $\mathbf{x} \in B V_{n}$ of the homogeneous equation $(2,4)$.
Proof. In the proof of 2.1 it was shown that all assumptions of Theorem I.3.2 are satisfied. Hence this statement is only a reformulation of the results from I.3.2.
2.3. Remark. 2.1 and 2.3 represent Fredholm theorems for the Stieltjes integral equations $(2,3)$ and $(2,8)$. It is of interest that the corresponding integral operators occuring in these equations are not connected with one another by the usual concept of adjointness. In this concrete situation the difficulties with the analytic description of the dual $B V_{n}^{*}$ obstruct the analytic description of the adjoint $K^{*}$. Fortunately the concept of the conjugate operator $\boldsymbol{K}^{\prime}$ with respect to suitably described total subspace $N B V_{n}$ works in our case and the results are given in an acceptable form.
2.4. Remark. Let us mention that in accordance with 1.4 in the same way the conjugate equation $(2,8)$ in $N B V_{n}$ can be replaced by the same equation working in $N B V_{n}^{-}$when instead of $(2,6)$ we assume that $\boldsymbol{K}(t, s-)=\boldsymbol{K}(t, s)$ for any $t \in[0,1]$, $s \in(0,1)$.
2.5. Theorem. Let $K: I=[0,1] \times[0,1] \rightarrow L\left(R_{n}\right)$ satisfy $(2,1),(2,2)$ and $(2,5)$. If the homogeneous Fredholm-Stieltjes integral equation

$$
\begin{equation*}
\mathbf{x}(t)-\int_{0}^{1} \mathrm{~d}_{s}[\boldsymbol{K}(t, s)] \mathbf{x}(s)=\mathbf{0}, \quad t \in[0,1] \tag{2,4}
\end{equation*}
$$

has only the trivial solution $\mathbf{x}=\mathbf{0}$ in $B V_{n}$, then there exists a unique $n \times n$-matrix valued function $\Gamma(t, s): I \rightarrow L\left(R_{n}\right)$ such that

$$
\begin{gather*}
\mathrm{v}_{\mathrm{I}}(\boldsymbol{\Gamma})<\infty,  \tag{2,12}\\
\operatorname{var}_{0}^{1} \Gamma(., 0)<\infty,  \tag{2,13}\\
\operatorname{var}_{0}^{1} \Gamma(0, .)<\infty, \tag{2,14}
\end{gather*}
$$

and for all $(t, s) \in I$ the equation

$$
\begin{equation*}
\boldsymbol{\Gamma}(t, s)=\boldsymbol{K}(t, s)+\int_{0}^{1} \mathrm{~d}_{r}[\boldsymbol{K}(t, r)] \boldsymbol{\Gamma}(r, s) \tag{2,15}
\end{equation*}
$$

is satisfied.

Moreover for any $\mathbf{f} \in B V_{n}$ the unique solution $\mathbf{x} \in B V_{n}$ of the Fredholm-Stieltjes integral equation $(2,3)$ is given by the formula

$$
\begin{equation*}
x(t)=f(t)+\int_{0}^{1} \mathrm{~d}_{s}[\boldsymbol{\Gamma}(t, s)] f(s), \quad t \in[0,1] \tag{2,16}
\end{equation*}
$$

Proof. Let us set $\boldsymbol{A}=\boldsymbol{I}-\boldsymbol{K} \in B\left(B V_{n}\right)$ where $\boldsymbol{K} \mathbf{x}=\int_{0}^{1} \mathrm{~d}_{s}[\boldsymbol{K}(t, s)] \mathbf{x}(s), \quad \mathbf{x} \in B V_{n}$ and $\boldsymbol{I}$ is the identity operator on $B V_{n}$. By assumption we have $N(\mathbf{A})=\{0\}$. Since $K \in B\left(B V_{n}\right)$ is compact by 1.5 , we have $0=\alpha(\mathbf{A})=\beta(\boldsymbol{A})=\operatorname{dim}\left(B V_{n} / R(\mathbf{A})\right)$ by I.3.20. Since $R(\boldsymbol{A})$ is closed, we obtain $R(\boldsymbol{A})=B V_{n}$. Hence the Bounded Inverse Theorem I.3.4 implies that the inverse operator $A^{-1} \in B\left(B V_{n}\right)$ exists and for any $f \in B V_{n}$ the unique solution of $(2,3)$ is given by $\boldsymbol{A}^{-1} \boldsymbol{f}$ and for this solution the estimate

$$
\begin{equation*}
\|\mathbf{x}\|_{B V_{n}} \leq C\|\boldsymbol{f}\|_{B V_{n}} \tag{2,17}
\end{equation*}
$$

holds where $C=\left\|\boldsymbol{A}^{-1}\right\|_{\boldsymbol{B}\left(B V_{n}\right)}$ is a constant.
Let us consider the matrix equation (2,15). Evidently the $l$-th column $\Gamma_{l}(t, s)$ of $\Gamma(t, s): I \rightarrow L\left(R_{n}\right), l=1,2, \ldots, n$ satisfies the equation

$$
\begin{equation*}
\boldsymbol{\Gamma}_{l}(t, s)=\boldsymbol{K}_{l}(t, s)+\int_{0}^{1} \mathrm{~d}_{r}[\boldsymbol{K}(t, r)] \boldsymbol{\Gamma}_{l}(r, s), \tag{2,18}
\end{equation*}
$$

i.e. $\Gamma_{l}(t, s)$ satisfies in the first variable the equation $(2,3)$ with $\boldsymbol{f}(t)=\boldsymbol{K}_{l}(t, s)$ for any $s \in[0,1]$. We have $\boldsymbol{f} \in B V_{n}$ since by I.6.6 $\operatorname{var}_{0}^{1} \boldsymbol{K}(., s) \leq \mathrm{v}_{\boldsymbol{I}}(\boldsymbol{K})+\operatorname{var}_{0}^{1} \boldsymbol{K}(., 0)$ and $(2,1),(2,5)$ are assumed. By 2.1 the equation $(2,18)$ has exactly one solution for any fixed $s \in[0,1]$ and consequently the same holds also for the matrix equation $(2,15)$.

Let us now consider the properties of the matrix $\Gamma(t, s)$ defined by $(2,15)$. By $(2,17)$ the inequality

$$
\left\|\boldsymbol{\Gamma}_{l}(., s)\right\|_{B V_{n}} \leq C\left\|\boldsymbol{K}_{l}(., s)\right\|_{B V_{n}}
$$

holds for every $s \in[0,1], l=1,2, \ldots, n$. Hence (from the definition of the norm in $B V_{n}$ ) we obtain for any $s \in[0,1]$ the inequality

$$
|\boldsymbol{\Gamma}(0, s)|+\operatorname{var}_{0}^{1} \boldsymbol{\Gamma}(., s) \leq C\left(|\boldsymbol{K}(0, s)|+\operatorname{var}_{0}^{1} \boldsymbol{K}(., s)\right)
$$

which yields $(2,13)$.
Let $0=\alpha_{0}<\alpha_{1}<\ldots<\alpha_{k}=1$ be an arbitrary decomposition of [0,1]. If $\Gamma(t, s)$ satisfies $(2,15)$, then for any $j=1, \ldots, k$ and $t \in[0,1]$ we have

$$
\Gamma\left(t, \alpha_{j}\right)-\Gamma\left(t, \alpha_{j-1}\right)=\boldsymbol{K}\left(t, \alpha_{j}\right)-\boldsymbol{K}\left(t, \alpha_{j-1}\right)+\int_{0}^{1} \mathrm{~d}_{r}[\boldsymbol{K}(t, r)]\left(\boldsymbol{\Gamma}\left(r, \alpha_{j}\right)-\boldsymbol{\Gamma}\left(r, \alpha_{j-1}\right)\right),
$$

i.e. the difference $\Gamma\left(t, \alpha_{j}\right)-\boldsymbol{\Gamma}\left(t, \alpha_{j-1}\right)$ satisfies a matrix equation of the type $(2,15)$ and consequently by the Bounded Inverse Theorem I.3.4 we have as above

$$
\begin{align*}
& \left|\boldsymbol{\Gamma}\left(0, \alpha_{j}\right)-\boldsymbol{\Gamma}\left(0, \alpha_{j-1}\right)\right|+\operatorname{var}_{0}^{1}\left(\boldsymbol{\Gamma}\left(., \alpha_{j}\right)-\Gamma\left(., \alpha_{j-1}\right)\right)  \tag{2,19}\\
\leq & C\left(\left|\boldsymbol{K}\left(0, \alpha_{j}\right)-\boldsymbol{K}\left(0, \alpha_{j-1}\right)\right|+\operatorname{var}_{0}^{1}\left(\boldsymbol{K}\left(., \alpha_{j}\right)-\boldsymbol{K}\left(., \alpha_{j-1}\right)\right) .\right.
\end{align*}
$$

Hence

$$
\begin{aligned}
\sum_{j=1}^{k}\left|\boldsymbol{\Gamma}\left(0, \alpha_{j}\right)-\Gamma\left(0, \alpha_{j-1}\right)\right| & \leq C\left(\operatorname{var}_{0}^{1} \boldsymbol{K}(0, .)+\sum_{j=1}^{k} \operatorname{var}_{0}^{1}\left(\boldsymbol{K}\left(., \alpha_{j}\right)-\boldsymbol{K}\left(., \alpha_{j-1}\right)\right)\right. \\
& \leq C\left(\operatorname{var}_{0}^{1} \boldsymbol{K}(0, .)+\mathrm{v}_{\boldsymbol{I}}(\boldsymbol{K})\right),
\end{aligned}
$$

and since the subdivision $0=\alpha_{0}<\alpha_{1}<\ldots<\alpha_{k}=1$ was arbitrary we get $(2,14)$ by passing to the supremum over all finite subdivisions of $[0,1]$.

Let now $J_{i j}=\left[\alpha_{i-1}, \alpha_{i}\right] \times\left[\alpha_{j-1}, \alpha_{j}\right], i, j=1,2, \ldots, k$ be the net-type subdivision of $I$ corresponding to the arbitrary subdivision $0=\alpha_{0}<\alpha_{1}<\ldots<\alpha_{k}=1$ of [0, 1]. For $\Gamma: I \rightarrow L\left(R_{n}\right)$ satisfying $(2,15)$ we obtain by $(2,19)$ the following inequality

$$
\begin{gathered}
\sum_{i, j=1}\left|m_{\boldsymbol{\Gamma}}\left(J_{i j}\right)\right|=\sum_{i . j=1}^{k}\left|\boldsymbol{\Gamma}\left(\alpha_{i}, \alpha_{j}\right)-\boldsymbol{\Gamma}\left(\alpha_{i}, \alpha_{j-1}\right)-\boldsymbol{\Gamma}\left(\alpha_{i-1}, \alpha_{j}\right)+\boldsymbol{\Gamma}\left(\alpha_{i-1}, \alpha_{j-1}\right)\right| \\
\leq \sum_{i . j=1}^{k} \operatorname{var}_{\alpha_{i-1}}^{\alpha_{i}}\left(\boldsymbol{\Gamma}\left(., \alpha_{j}\right)-\boldsymbol{\Gamma}\left(., \alpha_{j-1}\right)\right)=\sum_{j=1}^{k} \operatorname{var}_{0}^{1}\left(\boldsymbol{\Gamma}\left(., \alpha_{j}\right)-\boldsymbol{\Gamma}\left(., \alpha_{j-1}\right)\right) \\
\leq C \sum_{j=1}^{k}\left(\left|\boldsymbol{K}\left(0, \alpha_{j}\right)-\boldsymbol{K}\left(0, \alpha_{j-1}\right)\right|+\operatorname{var}_{0}^{1}\left(\boldsymbol{K}\left(., \alpha_{j}\right)-\boldsymbol{K}\left(., \alpha_{j-1}\right)\right)\right) \\
\leq C\left(\operatorname{var}_{0}^{1} \boldsymbol{K}(0, .)+\mathrm{v}_{I}(\boldsymbol{K})\right) .
\end{gathered}
$$

This inequality yields evidently $(2,12)$ and the first part of the theorem is proved.
Now we prove that by $(2,16)$ really the unique solution of $(2,3)$ is given Since $\Gamma: I \rightarrow L\left(R_{n}\right)$ satisfies $(2,12)$ and $(2,14)$, by I.6.18 the integral $\int_{0}^{1} \mathrm{~d}_{s}[\Gamma(t, s)] f(s)$ exists for any $\boldsymbol{f} \in B V_{n}$ and $t \in[0,1]$. Putting $(2,16)$ into the left-hand side of $(2,3)$ we obtain the expression

$$
\boldsymbol{f}(t)+\int_{0}^{1} \mathrm{~d}_{s}[\Gamma(t, s)] \boldsymbol{f}(s)-\int_{0}^{1} \mathrm{~d}_{r}[\boldsymbol{K}(t, r)]\left(\boldsymbol{f}(r)+\int_{0}^{1} \mathrm{~d}_{s}[\Gamma(r, s)] \boldsymbol{f}(s)\right)=\boldsymbol{I}(t) .
$$

Hence

$$
\boldsymbol{I}(t)=\boldsymbol{f}(t)+\int_{0}^{1} \mathrm{~d}_{s}[\boldsymbol{\Gamma}(t, s)-\boldsymbol{K}(t, s)] \boldsymbol{f}(s)-\int_{0}^{1} \mathrm{~d}_{r}[\boldsymbol{K}(t, r)] \int_{0}^{1} \mathrm{~d}_{s}[\boldsymbol{\Gamma}(r, s)] \boldsymbol{f}(s) .
$$

Using I. 6.20 we obtain

$$
\begin{aligned}
& \int_{0}^{1} \mathrm{~d}_{r}[\boldsymbol{K}(t, r)] \int_{0}^{1} \mathrm{~d}_{s}[\boldsymbol{\Gamma}(r, s)] \boldsymbol{f}(s)=\int_{0}^{1} \mathrm{~d}_{s}\left(\int_{0}^{1} \mathrm{~d}_{r}[\boldsymbol{K}(t, r)] \boldsymbol{\Gamma}(r, s)\right) \boldsymbol{f}(s), \\
& \boldsymbol{I}(t)=\boldsymbol{f}(t)+\int_{0}^{1} \mathrm{~d}_{s}\left[\boldsymbol{\Gamma}(t, s)-\boldsymbol{K}(t, s)+\int_{0}^{1} \mathrm{~d}_{r}[\boldsymbol{K}(t, r)] \Gamma(r, s)\right] \boldsymbol{f}(s)=\boldsymbol{f}(t)
\end{aligned}
$$

since $\Gamma: I \rightarrow L\left(R_{n}\right)$ satisfies $(2,15)$ and consequently $(2,16)$ gives the solution-of $(2,3)$. This concludes the proof of our theorem.
2.6. Remark. The matrix valued function $\Gamma(t, s): I \rightarrow L\left(R_{n}\right)$ given in 2.6 is the resolvent of the Fredholm-Stieltjes integral equation (2,3). This resolvent gives
by $(2,16)$ the unique solution of $(2,3)$ for every $\boldsymbol{f} \in B V_{n}$. For the existence of the resolvent $\Gamma(t, s)$ the assumption $\alpha(\boldsymbol{A})=\operatorname{dim}(\boldsymbol{I}-\boldsymbol{K})=0$ is essential.

Further let us investigate the equation $(2,3)$ when $r=\alpha(\mathbf{A})=\operatorname{dim}(\boldsymbol{I}-\boldsymbol{K}) \neq 0$.
By assertion II. from 2.1 the homogeneous equation $(2,4)$ admits in this case $r$ linearly independent solutions $\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{r} \in B V_{n}$ and $R(\boldsymbol{I}-\boldsymbol{K}) \neq B V_{n}$, i.e. $(2,3)$ has no solutions for all $f \in B V_{n}$

The following theorem holds in this situation. Let $K: I=[0,1] \times[0,1] \rightarrow L\left(R_{n}\right)$ satisfy $(2,1),(2,2),(2,5)$ and $\boldsymbol{K}(t, s+)=\boldsymbol{K}(t, s)$ for any $t \in[0,1], s \in(0,1), \boldsymbol{K}(t, 0)=\mathbf{0}$ for any $t \in[0,1]$. Then there exists an $n \times n$-matrix valued function $\hat{\Gamma}(t, s): I \rightarrow L\left(R_{n}\right)$ such that $\mathrm{v}_{I}(\hat{\Gamma})<\infty, \operatorname{var}_{0}^{1} \hat{\Gamma}(., 0)<\infty, \operatorname{var}_{0}^{1} \hat{\Gamma}(0,)<.\infty$ and if the FredholmStieltjes integral equation $(2,3)$ has solutions for $\boldsymbol{f} \in B V_{n}$ (i.e. if $\boldsymbol{f} \in R(\boldsymbol{I}-\boldsymbol{K})$, see also 2.3), then one of them is given by the formula

$$
\begin{equation*}
\mathbf{x}(t)=\boldsymbol{f}(t)+\int_{0}^{1} \mathrm{~d}_{s}[\hat{\Gamma}(t, s)] \boldsymbol{f}(s), \quad t \in[0,1] \tag{2,20}
\end{equation*}
$$

The general form of solutions of $(2,3)$ is

$$
\boldsymbol{x}(t)=\boldsymbol{f}(t)+\int_{0}^{1} \mathrm{~d}_{s}[\hat{\Gamma}(t, s)] \boldsymbol{f}(s)+\sum_{i=1}^{r} \alpha_{i} \boldsymbol{x}^{i}(t)
$$

where $\mathbf{x}^{i}, i=1, \ldots, r$ are linearly independent solutions of the homogeneous equation $(2,4)$ (cf. 2.1) and $\alpha_{1}, \ldots, \alpha_{r}$ are arbitrary constants.

The proof of this assertion is based on some pseudoresolvent technique using projections in $B V_{n}$. The theorem is completely proved in Schwabik [6].

## 3. Volterra-Stieltjes integral equations

In this section we consider integral equations of the form

$$
\begin{equation*}
\mathbf{x}(t)-\int_{0}^{t} \mathrm{~d}_{s}[\boldsymbol{K}(t, s)] \mathbf{x}(s)=\boldsymbol{f}(t), \quad t \in[0,1] \tag{3,1}
\end{equation*}
$$

in the Banach space $B V_{n}[0,1]=B V_{n}$ with $f \in B V_{n}$. Equations of the form $(3,1)$ are called Volterra-Stieltjes integral equations.

Throughout this paragraph it will be assumed that $K: I=[0,1] \times[0,1] \rightarrow L\left(R_{n}\right)$ satisfies

$$
\begin{equation*}
\mathrm{v}_{I}(K)<\infty \tag{3,2}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{var}_{0}^{1} \boldsymbol{K}(0, .)<\infty . \tag{3,3}
\end{equation*}
$$

Let us mention that $(3,3)$ can be replaced by $\operatorname{var}_{0}^{1} \boldsymbol{K}\left(t_{0},.\right)<\infty$, where $t_{0} \in[0,1]$ is arbitrary. This follows from I.6.6.

Since (3,2) and (3,3) are assumed, for every fixed $t \in[0,1]$ we have $\operatorname{var}_{0}^{1} \boldsymbol{K}(t,)<.\infty$ by I.6.6. Hence for any $\mathbf{x} \in B V_{n}$ and $t \in[0,1]$ the integral $\int_{0}^{t} \mathrm{~d}_{s}[\boldsymbol{K}(t, s)] \mathbf{x}(s)$ exists by I.4.19.

Let us show that the equation $(3,1)$ is a special case of the Fredholm-Stieltjes integral equation considered in the previous Section II. 2.

To any given kernel $K: I \rightarrow L\left(R_{n}\right)$ satisfying $(3,2)$ and $(3,3)$ we define a new "triangular" kernel $K^{\Delta}: I \rightarrow L\left(R_{n}\right)$ as follows:

$$
\begin{array}{lll}
\boldsymbol{K}^{\Delta}(t, s)=\boldsymbol{K}(t, s)-\boldsymbol{K}(t, 0) & \text { if } 0 \leq s \leq t \leq 1,  \tag{3,4}\\
\boldsymbol{K}^{\Delta}(t, s)=\boldsymbol{K}(t, t)-\boldsymbol{K}(t, 0)=\boldsymbol{K}^{\Delta}(t, t) & \text { if } \quad 0 \leq t<s \leq 1 .
\end{array}
$$

It is obvious that $\boldsymbol{K}^{\Delta}(t, 0)=\mathbf{0}$ for any $t \in[0,1]$ and $\boldsymbol{K}^{\Delta}(0, s)=\boldsymbol{K}^{\Delta}(0,0)=\mathbf{0}$ for any $s \in[0,1]$. Let

$$
J_{i j}=\left[\alpha_{i-1}, \alpha_{i}\right] \times\left[\alpha_{j-1}, \alpha_{j}\right], \quad i, j=1, \ldots, k
$$

be an arbitrary net-type subdivision of the interval $I$ corresponding to the subdivision $0=\alpha_{0}<\alpha_{1}<\ldots<\alpha_{k}=1$ of $[0,1]$. By definition $(3,4)$ of $\boldsymbol{K}^{\Delta}$ we have

$$
\begin{array}{lll}
m_{\kappa^{\Delta}}\left(J_{i j}\right)=m_{\kappa}\left(J_{i j}\right) & \text { if } & 0 \leq j<i \leq k, \\
m_{\kappa^{\Delta}}\left(J_{i j}\right)=\mathbf{0} & \text { if } & 0 \leq i<j \leq k
\end{array}
$$

and

$$
m_{K} \Delta\left(J_{i i}\right)=\boldsymbol{K}\left(\alpha_{i}, \alpha_{i}\right)-\boldsymbol{K}\left(\alpha_{i}, \alpha_{i-1}\right) \quad \text { for } \quad i=1,2, \ldots, k
$$

(For $m_{\kappa}(J)$ see I.6.2.) Hence

$$
\begin{gathered}
\sum_{i, j=1}^{k}\left|m_{K^{\Delta}}\left(J_{i j}\right)\right|=\sum_{i=1}^{k} \sum_{j=1}^{i-1}\left|m_{K}\left(J_{i j}\right)\right|+\sum_{i=1}^{k}\left|\boldsymbol{K}\left(\alpha_{i}, \alpha_{i}\right)-\boldsymbol{K}\left(\alpha_{i}, \alpha_{i-1}\right)\right| \\
\leq \sum_{i=1}^{k} \sum_{j=1}^{i-1}\left|m_{K}\left(J_{i j}\right)\right|+\sum_{i=1}^{k}\left|\boldsymbol{K}\left(\alpha_{i}, \alpha_{i}\right)-\boldsymbol{K}\left(\alpha_{i}, \alpha_{i-1}\right)-\boldsymbol{K}\left(0, \alpha_{i}\right)+\boldsymbol{K}\left(0, \alpha_{i-1}\right)\right| \\
\quad+\sum_{i=1}^{k}\left|\boldsymbol{K}\left(0, \alpha_{i}\right)-\boldsymbol{K}\left(0, \alpha_{i-1}\right)\right| \leq \mathrm{v}_{\boldsymbol{I}}(\boldsymbol{K})+\operatorname{var}_{0}^{1} \boldsymbol{K}(0, .) .
\end{gathered}
$$

Consequently we obtain by definition (cf. I.6.1, I.6.3)

$$
\begin{equation*}
\mathrm{v}_{I}\left(\boldsymbol{K}^{\Delta}\right) \leq \mathrm{v}_{I}(\boldsymbol{K})+\operatorname{var}_{0}^{1} \boldsymbol{K}(0, .)<\infty \tag{3,5}
\end{equation*}
$$

Since $K^{\Delta}(t, s)$ is by definition constant on the interval $[t, 1]$ for every $t \in[0,1]$, we have

$$
\begin{equation*}
\int_{t}^{1} \mathrm{~d}_{s}\left[\boldsymbol{K}^{\Delta}(t, s)\right] \boldsymbol{x}(s)=\mathbf{0} \tag{3,6}
\end{equation*}
$$

for every $\mathbf{x} \in B V_{n}$. Further

$$
\int_{0}^{t} \mathrm{~d}_{s}\left[\boldsymbol{K}^{\Delta}(t, s)-\boldsymbol{K}(t, s)\right] \mathbf{x}(s)=-\int_{0}^{t} \mathrm{~d}_{s}[\boldsymbol{K}(t, 0)] \mathbf{x}(s)=\mathbf{0}
$$

i.e.

$$
\int_{0}^{t} \mathrm{~d}_{s}\left[\boldsymbol{K}^{\Delta}(t, s)\right] \boldsymbol{x}(s)=\int_{0}^{t} \mathrm{~d}_{s}[\boldsymbol{K}(t, s)] \boldsymbol{x}(s)
$$

Using ( 3,6 ) we obtain for an arbitrary $T \in[0,1]$ the equality

$$
\begin{equation*}
\int_{0}^{t} \mathrm{~d}_{s}[\boldsymbol{K}(t, s)] \mathbf{x}(s)=\int_{0}^{T} \mathrm{~d}_{s}\left[\boldsymbol{K}^{\Delta}(t, s)\right] \mathbf{x}(s) \tag{3,7}
\end{equation*}
$$

for any $x \in B V_{n}$ and $t \in[0, T]$.
Let us summarize these results.
3.1. Proposition. Let $K: I \rightarrow L\left(R_{n}\right)$ satisfy $(3,2),(3,3)$. Then for the triangular kernel $K^{\Delta}: I \rightarrow L\left(R_{n}\right)$ defined by the relations $(3,4)$ the following is valid.
(a) $\operatorname{var}_{0}^{1} \boldsymbol{K}^{\Delta}(., 0)=0, \quad \operatorname{var}_{0}^{1} \boldsymbol{K}^{\Delta}(0,)=0,. \quad \mathrm{v}_{I}\left(\boldsymbol{K}^{\Delta}\right)<\infty$,
(b) for every $\mathrm{x} \in B V_{n}, T \in[0,1]$ and $t \in[0, T]$ the equality $(3,7)$ holds, i.e. by the relation

$$
\begin{equation*}
\boldsymbol{K} \boldsymbol{x}=\int_{0}^{t} \mathrm{~d}_{s}[\boldsymbol{K}(t, s)] \boldsymbol{x}(s)=\int_{0}^{1} \mathrm{~d}_{s}\left[\boldsymbol{K}^{\Delta}(t, s)\right] \boldsymbol{x}(s), \quad \mathbf{x} \in B V_{n} \tag{3,8}
\end{equation*}
$$

an operator on $B V_{n}$ is defined and by 1.5 we have $K \in K\left(B V_{n}\right)$.
3.2. Remark. Proposition 3.1 states that the Volterra-Stieltjes integral equation $(3,1)$ is equivalent to the Fredholm-Stieltjes integral equation

$$
\begin{equation*}
\mathbf{x}(t)-\int_{0}^{1} \mathrm{~d}_{s}\left[\boldsymbol{K}^{\Delta}(t, s)\right] \mathbf{x}(s)=\boldsymbol{f}(t), \quad t \in[0,1] \tag{3,9}
\end{equation*}
$$

Hence by Theorem 2.1 either the equation $(3,1)$ admits a unique solution in $B V_{n}$ for every $f \in B V_{n}$ or the corresponding homogeneous equation

$$
\begin{equation*}
\mathbf{x}(t)-\int_{0}^{t} \mathrm{~d}_{s}[K(t, s)] \mathbf{x}(s)=\mathbf{0}, \quad t \in[0,1] \tag{3,10}
\end{equation*}
$$

has a finite number of linearly independent solutions in $B V_{n}$. Our aim is to give conditions under which the equation $(3,1)$ is really of Volterra type, i.e. when the equation $(3,10)$ admits only the trivial solution $\mathrm{x}=0$ in $B V_{n}$.
3.3. Theorem. Let the kernel $K: I \rightarrow L\left(R_{n}\right)$ satisfy $(3,2),(3,3)$ and

$$
\begin{equation*}
\lim _{\sigma \rightarrow s-}|\boldsymbol{K}(t, \sigma)-\boldsymbol{K}(t, s)|=0 \tag{3,11}
\end{equation*}
$$

for any $t \in[0,1], s \in(0,1]$. Then the homogeneous Volterra-Stieltjes integral equation $(3,10)$ has only the trivial solution $\mathbf{x}=0$ in $B V_{n}$.

Proof. Let $\boldsymbol{K}^{\Delta}: I \rightarrow L\left(R_{n}\right)$ be the triangular kernel corresponding to $\boldsymbol{K}$ by the relations $(3,4)$. Since $(3,11)$ holds we have also

$$
\begin{equation*}
\lim _{\sigma \rightarrow s_{-}}\left|\boldsymbol{K}^{\Delta}(t, \sigma)-\boldsymbol{K}^{\Delta}(t, s)\right|=0 \tag{3,12}
\end{equation*}
$$

for any $t \in[0,1], s \in(0,1]$. Let us set

$$
\omega_{2}^{\Delta}(0)=0, \quad \omega_{2}^{\Delta}(s)=\mathrm{v}_{[0,1] \times[0, s]}\left(\boldsymbol{K}^{\Delta}\right) \quad \text { for } \quad s \in(0,1] .
$$

The function $\omega_{2}^{\Delta}:[0,1] \rightarrow R$ is evidently nonnegative and nondecreasing (see I.6.7). Since $(3,12)$ holds we have $\omega_{2}^{\Delta}(s-)=\omega_{2}^{\Delta}(s)$ for every $s \in(0,1]$ by I.6.11, i.e. $\omega_{2}^{\Delta}$ is left continuous on $[0,1]$.

Assume that $\boldsymbol{x} \in B V_{n}$ is a solution of $(3,10)$. Then evidently $\mathbf{x}(0)=\mathbf{0}$ and

$$
|\mathbf{x}(s)| \leq|\mathbf{x}(0)|+\operatorname{var}_{0}^{s} \mathbf{x}=\operatorname{var}_{0}^{s} \mathbf{x}
$$

for every $s \in[0,1]$. Using $(b)$ from 3.1 we get

$$
\operatorname{var}_{0}^{\xi} \boldsymbol{x}=\operatorname{var}_{0}^{\xi}\left(\int_{0}^{t} \mathrm{~d}_{s}[\boldsymbol{K}(t, s)] \boldsymbol{x}(s)\right)=\operatorname{var}_{0}^{\xi}\left(\int_{0}^{\xi} \mathrm{d}_{s}\left[\boldsymbol{K}^{\Delta}(., s)\right] \mathbf{x}(s)\right)
$$

for every $\xi \in[0,1]$. If $(\mathbf{I} .6,14)$ from I. 6.18 is used then we obtain

$$
\operatorname{var}_{0}^{\xi} \mathbf{x}=\operatorname{var}_{0}^{\xi}\left(\int_{0}^{\xi} \mathrm{d}_{s}\left[\boldsymbol{K}^{\Delta}(., s)\right] \mathbf{x}(s)\right) \leq \int_{0}^{s}|\boldsymbol{x}(s)| \mathrm{d} \omega_{2}^{\Delta}(s) \leq \int_{0}^{\xi} \operatorname{var}_{0}^{s} \mathbf{x} \mathrm{~d} \omega_{2}^{\Delta}(s)
$$

and I.4.30 yields the inequality $\operatorname{var}_{0}^{\xi} \mathbf{x} \leq 0$ for every $\xi \in[0,1]$. Hence $\mathbf{x}(s) \equiv \mathbf{0}$ on $[0,1]$, i.e. $\mathbf{x}=\mathbf{0} \in B V_{n}$.
3.4. Example. Let us define $h(t)=0$ if $0 \leq t<\frac{1}{2}, h(t)=1 / t$ if $\frac{1}{2} \leq t \leq 1, g(s)=0$ if $0 \leq s<\frac{1}{2}, g(s)=s$ if $\frac{1}{2} \leq s \leq 1$. Evidently $h, g \in B V$. If we set $k(t, s)=h(t) g(s)$ for $(t, s) \in I=[0,1] \times[0,1]$, then clearly $\mathrm{v}_{\mathrm{I}}(k)<\infty\left(\right.$ cf. I.6.4), $\operatorname{var}_{0}^{1} k(0,)<.\infty$ and $\operatorname{var}_{0}^{1} k(., 0)<\infty$. Let us consider the homogeneous Volterra-Stieltjes integral equation

$$
x(t)=\int_{0}^{t} \mathrm{~d}_{s}[k(t, s)] x(s)=h(t) \int_{0}^{t} x(s) \mathrm{d} g(s), \quad t \in[0,1] .
$$

Let us set $y(s)=0$ for $0 \leq s<\frac{1}{2}, y(s)=1$ for $\frac{1}{2} \leq s \leq 1$. By easy computations using I.4,21 we obtain

$$
\begin{gathered}
\cdot \int_{0}^{t} y(s) \mathrm{d} g(s)=0 \quad \text { if } \quad 0<t<\frac{1}{2}, \\
\int_{0}^{t} y(s) \mathrm{d} g(s)=\frac{1}{2} y\left(\frac{1}{2}\right)+\int_{1 / 2}^{t} y(s) \mathrm{d} s=t \quad \text { if } \quad \frac{1}{2} \leq t \leq 1
\end{gathered}
$$

and consequently

$$
h(t) \int_{0}^{t} y(s) \mathrm{d} g(s)=y(t)
$$

for every $t \in[0,1]$. Hence $y \in B V$ is a solution of the homogeneous Volterra-Stieltjes integral equation and $y \neq 0$. The condition $(3,11)$ is in this case affected. In fact, $\lim _{\sigma \rightarrow 1 / 2-}\left(k(t, \sigma)-k\left(t, \frac{1}{2}\right)\right)=\frac{1}{2} h(t)$ and $h(t) \neq 0$ e.g. for $t=\frac{1}{2}$.
3.5. Remark. Example 3.4 shows that for $K: I \rightarrow L\left(R_{n}\right)$ satisfying $(3,2)$ and $(3,3)$ the corresponding homogeneous Volterra-Stieltjes integral equation $(3,10)$ need not have in general only trivial solutions, i.e. for the corresponding operator $K \in K\left(B V_{n}\right)$ we can obtain in general a nontrivial null space $N(\boldsymbol{I}-\boldsymbol{K})$. If $(3,11)$ is assumed, then this situation cannot occur. The condition $(3,11)$ is too restrictive as will be shown in the following. We shall give necessary and sufficient conditions on $K: I \rightarrow L\left(R_{n}\right)$ satisfying $(3,2)$ and $(3,3)$ such that the equation $(3,10)$ has only the trivial solution in $B V_{n}$.
3.6. Proposition. Let $\boldsymbol{M}: I=[0,1] \times[0,1] \rightarrow L\left(R_{n}\right) \quad$ satisfy $\quad \mathrm{v}_{\boldsymbol{I}}(\boldsymbol{M})<\infty$, $\operatorname{var}_{0}^{1} \boldsymbol{M}(0,)<.\infty$. Then for any $a \in[0,1]$ there exists a nondecreasing bounded function $\xi:[a, 1] \rightarrow[0,+\infty)$ such that for every $b \in[a, 1]$ and $\mathbf{x} \in B V_{n}$ we have

$$
\begin{equation*}
\operatorname{var}_{a}^{b}\left(\int_{a}^{t} \mathrm{~d}_{s}[\boldsymbol{M}(t, s)] \mathbf{x}(s)\right) \leq|\mathbf{x}(a)|(\xi(a+)-\xi(a))+\|\mathbf{x}\|_{B V_{n}[a, b]}(\xi(b)-\xi(a+)) \tag{3,13}
\end{equation*}
$$

Proof. Let $\boldsymbol{M}^{\boldsymbol{\Delta}}: I \rightarrow L\left(R_{n}\right)$ be the triangular kernel which corresponds to $\boldsymbol{M}: I \rightarrow L\left(R_{n}\right)$ (see 3.1). For any $t \in[a, b]$ we have (see $(3,7)$ )

$$
\begin{equation*}
\int_{a}^{t} \mathrm{~d}_{s}[\boldsymbol{M}(t, s)] \boldsymbol{x}(s)=\int_{a}^{b} \mathrm{~d}_{s}\left[\mathbf{M}^{\Delta}(t, s)\right] \mathbf{x}(s) \tag{3,14}
\end{equation*}
$$

Let us define the function

$$
\xi(t)=\mathrm{v}_{[a, 1] \times[a, t]}\left(\mathbf{M}^{\Delta}\right) \quad \text { for } \quad t \in(a, 1], \quad \xi(a)=0
$$

$\xi:[a, 1] \rightarrow R$ is evidently nondecreasing and bounded on $[a, 1]$ (cf. I.6.7).
From (I.6,14) in I.6.18 we obtain

$$
\begin{equation*}
\operatorname{var}_{a}^{b}\left(\int_{a}^{t} \mathrm{~d}_{s}[\boldsymbol{M}(t, s)] \mathbf{x}(s)\right) \leq \int_{a}^{b}|\boldsymbol{x}(s)| \mathrm{d} \xi(s) . \tag{3,15}
\end{equation*}
$$

Using I.4.13 we have

$$
\begin{equation*}
\int_{a}^{b}|\mathbf{x}(s)| \mathrm{d} \xi(s)=|\mathbf{x}(a)|(\xi(a+)-\xi(a))+\lim _{\delta \rightarrow 0+} \int_{a+\delta}^{b}|\mathbf{x}(s)| \mathrm{d} \xi(s) \tag{3,16}
\end{equation*}
$$

and for any $0<\delta<b-a$ by I.4.27

$$
\int_{a+\delta}^{b}|\mathbf{x}(s)| \mathrm{d} \xi(s) \leq \sup _{s \in[a+\delta, b]}|\mathbf{x}(s)|(\xi(b)-\xi(a+\delta)) \leq\|\mathbf{x}\|_{B V_{n}[a, b]}(\xi(b)-\xi(a+))
$$

Hence $(3,15)$ and $(3,16)$ imply $(3,13)$.
3.7. Proposition. Let $\mathbf{H}:[0,1] \rightarrow L\left(R_{n}\right)$ be such that
(i) $\operatorname{var}_{0}^{1} \boldsymbol{H}<\infty$,
(ii) there is an at most countable set of points $t_{i} \in[0,1], i=1,2, \ldots$ such that

$$
\boldsymbol{H}(t)=\mathbf{0} \quad \text { for } \quad t \in[0,1], \quad t \neq t_{i}, \quad i=1,2, \ldots,
$$

(iii) the matrix $\mathbf{I}-\boldsymbol{H}(t)$ is regular for all $t \in[0,1]$. Let us define the linear operator

$$
\begin{equation*}
\mathbf{T}_{\mathbf{z}}=[\mathbf{I}-\boldsymbol{H}(t)]^{-1} \mathbf{z}(t), \quad t \in[0,1] \quad \text { for } \quad \mathbf{z} \in B V_{n} \tag{3,17}
\end{equation*}
$$

Then there exists a constant $C \geq 0$ such that

$$
\begin{equation*}
\|\boldsymbol{T} \mathbf{z}\|_{B V_{n}} \leq C\|\mathbf{z}\|_{B V_{n}} \quad \text { for every } \quad \mathbf{z} \in B V_{n}, \tag{3,18}
\end{equation*}
$$

i.e. $\boldsymbol{T} \in B\left(B V_{n}\right)$.

Proof. By (iii) the inverse matrix $[\mathbf{I}-\boldsymbol{H}(t)]^{-1}$ exists for every $t \in[0,1]$ and the operator $\boldsymbol{T}$ from $(3,17)$ is well-defined.
Since $\quad \mathbf{I}=(\boldsymbol{I}-\boldsymbol{H}(t))[\mathbf{I}-\boldsymbol{H}(t)]^{-1}=[\mathbf{I}-\boldsymbol{H}(t)]^{-1}-\boldsymbol{H}(t)[\mathbf{I}-\boldsymbol{H}(t)]^{-1}$ for any $t \in[0,1]$, we have $[\mathbf{I}-\boldsymbol{H}(t)]^{-1}=\mathbf{I}+\boldsymbol{H}(t)[\mathbf{I}-\boldsymbol{H}(t)]^{-1}$ and for any $\mathbf{z} \in B V_{n}$ we have

$$
\begin{equation*}
\mathbf{T z}=\mathbf{z}+\mathbf{u} \tag{3,19}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{u}(t)=\boldsymbol{H}(t)[\mathbf{I}-\boldsymbol{H}(t)]^{-1} \mathbf{z}(t), \quad t \in[0,1] \tag{3,20}
\end{equation*}
$$

The assumption (ii) implies $\mathbf{u}(t)=\mathbf{0}$ for any $t \in[0,1], t \neq t_{i}, i=1,2, \ldots$. Hence evidently

$$
\begin{align*}
\operatorname{var}_{0}^{1} \mathbf{u} & =2 \sum_{i=1}^{\infty}\left|\mathbf{u}\left(t_{i}\right)\right|=2 \sum_{i=1}^{\infty}\left|\boldsymbol{H}\left(t_{i}\right)\left[\mathbf{I}-\boldsymbol{H}\left(t_{i}\right)\right]^{-1} \mathbf{z}\left(t_{i}\right)\right|  \tag{3,21}\\
& \leq 2\|\mathbf{z}\|_{B V_{n}} \sum_{i=1}^{\infty}\left|\boldsymbol{H}\left(t_{i}\right)\right|\left|\left[\boldsymbol{I}-\boldsymbol{H}\left(t_{i}\right)\right]^{-1}\right|
\end{align*}
$$

By (i) and (ii) we have

$$
\sum_{i=1}^{\infty}\left|\boldsymbol{H}\left(t_{i}\right)\right| \leq|\boldsymbol{H}(0)|+|\boldsymbol{H}(1)|+2 \sum_{t_{i} \in(0,1)}\left|\boldsymbol{H}\left(t_{i}\right)\right|=\operatorname{var}_{0}^{1} \boldsymbol{H}<\infty ;
$$

hence there exists an integer $i_{0}>0$ such that $\left|\boldsymbol{H}\left(t_{i}\right)\right|<\frac{1}{2}$ for any $i>i_{0}$. This implies

$$
\left|\left[I-H\left(t_{i}\right)\right]^{-1}\right| \leq 1+\left|\boldsymbol{H}\left(t_{i}\right)\right|+\ldots+\left|\boldsymbol{H}\left(t_{i}\right)\right|^{k}+\ldots=\frac{1}{1-\left|\boldsymbol{H}\left(t_{i}\right)\right|}<2
$$

for $i>i_{0}$ and immediately also the inequality

$$
\begin{gathered}
\sum_{i=1}^{\infty}\left|\boldsymbol{H}\left(t_{i}\right)\right|\left|\left[\boldsymbol{I}-\boldsymbol{H}\left(t_{i}\right)\right]^{-1}\right| \leq \sum_{i=1}^{i_{0}}\left|\boldsymbol{H}\left(t_{i}\right)\right|\left|\left[\mathbf{I}-\boldsymbol{H}\left(t_{i}\right)\right]^{-1}\right|+2 \sum_{i=i_{0}+1}^{\infty}\left|\boldsymbol{H}\left(t_{i}\right)\right| \\
\leq\left(\max _{i=1,2, \ldots, i_{0}}\left|\left[\boldsymbol{I}-\boldsymbol{H}\left(t_{i}\right)\right]^{-1}\right|+2\right) \sum_{i=1}^{\infty}\left|\boldsymbol{H}\left(t_{i}\right)\right|=C_{0}<\infty
\end{gathered}
$$

which yields by $(3,21)$

$$
\operatorname{var}_{0}^{1} \boldsymbol{u} \leq 2 C_{0}\|\mathbf{z}\|_{B V_{n}}
$$

Hence (see (3,19))

$$
\left\|\boldsymbol{T}_{\mathbf{z}}\right\|_{B V_{n}}=\left|[\mathbf{I}-\boldsymbol{H}(0)]^{-1} \mathbf{z}(0)\right|+\operatorname{var}_{0}^{1} \boldsymbol{T}_{\mathbf{z}} \leq\left(\left|[\mathbf{I}-\boldsymbol{H}(0)]^{-1}\right|+1+2 C_{0}\right)\|\mathbf{z}\|_{B V_{n}}
$$

and $(3,18)$ is satisfied with $C=1+2 C_{0}+\left|[\mathbf{I}-\boldsymbol{H}(0)]^{-1}\right|$.
3.8. Proposition. Let us assume that $K: I=[0,1] \times[0,1] \rightarrow L\left(R_{n}\right)$ satisfies $(3,2)$ and $(3,3)$. Define $\mathbf{M}: I \rightarrow L\left(R_{n}\right)$ as follows:

$$
\begin{array}{ll}
\mathbf{M}(t, s)=\boldsymbol{K}(t, s) & \text { if }(t, s) \in I, \quad t \neq s,  \tag{3,22}\\
\mathbf{M}(t, t)=\boldsymbol{K}(t, t-) \quad \text { if } \quad t \in(0,1] \\
\mathbf{M}(0,0)=\boldsymbol{K}(0,0) &
\end{array}
$$

Then
(i) $\mathrm{v}_{\boldsymbol{I}}(\boldsymbol{M})<\infty, \quad \operatorname{var}_{0}^{1} \boldsymbol{M}(0,)<.\infty$,
(ii) if $\mathbf{x} \in B V_{n}$, then for any fixed $t \in[0,1]$ we have

$$
\lim _{\tau \rightarrow t-} \int_{0}^{\tau} \mathrm{d}_{s}[\boldsymbol{M}(t, s)] \mathbf{x}(s)=\int_{0}^{t} \mathrm{~d}_{s}[\boldsymbol{M}(t, s)] \mathbf{x}(s),
$$

i.e. the integral $\int_{0}^{t} \mathrm{~d}_{s}[\mathbf{M}(t, s)] \mathbf{x}(s)$ does not depend on the value $\mathbf{x}(t) \in R_{n}$,
(iii) for every $\mathrm{x} \in B V_{n}$ and $t \in[0,1]$ we have

$$
\begin{equation*}
\int_{0}^{t} \mathrm{~d}_{s}[\boldsymbol{K}(t, s)] \mathbf{x}(s)=\int_{0}^{t} \mathrm{~d}_{s}[\boldsymbol{M}(t, s)] \mathbf{x}(s)+\boldsymbol{H}(t) \mathbf{x}(t) \tag{3,23}
\end{equation*}
$$

where

$$
\begin{align*}
& \mathbf{H}(t)=\boldsymbol{K}(t, t)-\boldsymbol{K}(t, t-) \quad \text { for } \quad t \in(0,1]  \tag{3,24}\\
& \mathbf{H}(0)=\mathbf{0}
\end{align*}
$$

(iv) for $\boldsymbol{H}:[0,1] \rightarrow L\left(R_{n}\right)$ given by $(3,24)$ there exists an at most countable set of points $t_{i} \in[0,1], i=1,2, \ldots$ such that $\boldsymbol{H}(t)=\mathbf{0}$ for $t \in[0,1], t \neq t_{i}, i=1,2, \ldots$ and $\operatorname{var}_{0}^{1} \boldsymbol{H}<\infty$.

Proof. In order to prove (i) let us mention that $\boldsymbol{M}(0, s)=\boldsymbol{K}(0, s)$ for all $s \in[0,1]$ and consequently $\operatorname{var}_{0}^{1} \boldsymbol{M}(0,)=.\operatorname{var}_{0}^{1} \boldsymbol{K}(0,)<.\infty$. Further let $0=\alpha_{0}<\alpha_{1}<\ldots$ $<\alpha_{k}=1$ be an arbitrary subdivision of [0,1] and let

$$
J_{i j}=\left[\alpha_{i-1}, \alpha_{i}\right] \times\left[\alpha_{j-1}, \alpha_{j}\right], \quad i, j=1, \ldots, k
$$

be the corresponding net-type subdivision of $I$. We consider the sum $\sum_{i, j=1}^{k}\left|m_{M}\left(J_{i j}\right)\right|$ where

$$
m_{M}\left(J_{i j}\right)=\boldsymbol{M}\left(\alpha_{i}, \alpha_{j}\right)-\boldsymbol{M}\left(\alpha_{i}, \alpha_{j-1}\right)-\boldsymbol{M}\left(\alpha_{i-1}, \alpha_{j}\right)+\boldsymbol{M}\left(\alpha_{i-1}, \alpha_{j-1}\right)
$$

for $i, j=1, \ldots, k$. Usual considerations using the definition of $\boldsymbol{M}$ in $(3,22)$ give

$$
\sum_{i, j=1}^{k}\left|m_{M}\left(J_{i j}\right)\right| \leq \mathrm{v}_{\boldsymbol{I}}(\boldsymbol{K})+4 \sum_{j=1}^{k}\left|\boldsymbol{K}\left(\alpha_{j}, \alpha_{j}\right)-\boldsymbol{K}\left(\alpha_{j}, \alpha_{j}-\right)\right| .
$$

Since

$$
\begin{gathered}
\sum_{j=1}^{k}\left|\boldsymbol{K}\left(\alpha_{j}, \alpha_{j}\right)-\boldsymbol{K}\left(\alpha_{j}, \alpha_{j}-\right)\right| \\
\leq \sum_{j=1}^{k}\left|\boldsymbol{K}\left(\alpha_{j}, \alpha_{j}\right)-\boldsymbol{K}\left(\alpha_{j}, \alpha_{j}-\right)-\boldsymbol{K}\left(0, \alpha_{j}\right)+\boldsymbol{K}\left(0, \alpha_{j}-\right)\right|+\sum_{j=1}^{k}\left|\boldsymbol{K}\left(0, \alpha_{j}\right)-\boldsymbol{K}\left(0, \alpha_{j}-\right)\right| \\
\leq \mathrm{v}_{I}(\boldsymbol{K})+\operatorname{var}_{0}^{1} \boldsymbol{K}(0, .)
\end{gathered}
$$

we obtain

$$
\sum_{i, j=1}^{k}\left|m_{M}\left(J_{i j}\right)\right| \leq 5 v_{I}(\boldsymbol{K})+4 \operatorname{var}_{0}^{1} \boldsymbol{K}(0, .)<\infty
$$

and (i) holds since $J_{i j}$ was an arbitrary net-type subdivision.
Let $t \in(0,1]$ be fixed, $\boldsymbol{x}, \boldsymbol{y} \in B V_{n}, \boldsymbol{x}(s)=\boldsymbol{y}(s)$ for $s \in[0, t)$. By I.4.21 and from the definition of $\boldsymbol{M}$ we obtain

$$
\int_{0}^{t} \mathrm{~d}_{s}[\boldsymbol{M}(t, s)](\boldsymbol{x}(s)-\boldsymbol{y}(s))=(\boldsymbol{M}(t, t)-\boldsymbol{M}(t, t-))(\boldsymbol{x}(t)-\boldsymbol{y}(t))=\mathbf{0}
$$

Hence

$$
\int_{0}^{t} \mathrm{~d}_{s}[\boldsymbol{M}(t, s)] \boldsymbol{x}(s)=\int_{0}^{t} \mathrm{~d}_{s}[\boldsymbol{M}(t, s)] \boldsymbol{y}(s)
$$

or in other words: for all $\boldsymbol{x} \in B V_{n}$ we have

$$
\lim _{\tau \rightarrow t_{-}} \int_{0}^{\tau} \mathrm{d}_{s}[\boldsymbol{M}(t, s)] \boldsymbol{x}(s)=\int_{0}^{t} \mathrm{~d}_{s}[\boldsymbol{M}(t, s)] \boldsymbol{x}(s)
$$

For $t=0$ the statement is trivial. Hence (ii) is proved.
Further for any $t \in(0,1]$ and $x \in B V_{n}$ we have

$$
\begin{gathered}
\int_{0}^{t} \mathrm{~d}_{s}[\boldsymbol{K}(t, s)-\boldsymbol{M}(t, s)] \boldsymbol{x}(s)=[\boldsymbol{K}(t, t)-\boldsymbol{M}(t, t)-\boldsymbol{K}(t, t-)+\boldsymbol{M}(t, t-)] \mathbf{x}(t) \\
=[\boldsymbol{K}(t, t)-\boldsymbol{K}(t, t-)] \mathbf{x}(t)=\boldsymbol{H}(t) \boldsymbol{x}(t)
\end{gathered}
$$

and $(3,23)$ holds. For $t=0$ the equality $(3,24)$ is evident. Hence (iii) is valid.
By I.6.8 the set of discontinuity points of $\boldsymbol{K}(t, s)$ in the second variable $s$ lies on an at most countable system of lines in $I$ which are parallel to the $t$ axis, i.e. there is an at most countable system $t_{i}, i=1,2, \ldots$ of points in $[0,1]$ such that $\boldsymbol{H}(t)$ $=\boldsymbol{K}(t, t)-\boldsymbol{K}(t, t-)=\mathbf{0}$ for all $t \in[0,1], t \neq t_{i}, i=1,2, \ldots$
For any $t \in[0,1]$ we have evidently

$$
\begin{gathered}
|\boldsymbol{H}(t)|=|\boldsymbol{K}(t, t)-\boldsymbol{K}(t, t-)| \\
\leq|\boldsymbol{K}(t, t)-\boldsymbol{K}(t, t-)-\boldsymbol{K}(0, t)+\boldsymbol{K}(0, t-)|+|\boldsymbol{K}(0, t)-\boldsymbol{K}(0, t-)| .
\end{gathered}
$$

Let $0=\alpha_{0}<\alpha_{1}<\ldots<\alpha_{k}=b$ be an arbitrary finite subdivision of [0, 1]. Then

$$
\begin{gathered}
\sum_{i=1}^{k}\left|\boldsymbol{H}\left(\alpha_{i}\right)-\boldsymbol{H}\left(\alpha_{i-1}\right)\right| \leq 2 \sum_{i=1}^{\boldsymbol{K}}\left|\boldsymbol{H}\left(\alpha_{i}\right)\right| \\
\leq 2 \sum\left[\left|\boldsymbol{K}\left(\alpha_{i}, \alpha_{i}\right)-\boldsymbol{K}\left(\alpha_{i}, \alpha_{i}-\right)-\boldsymbol{K}\left(0, \alpha_{i}\right)+\boldsymbol{K}\left(0, \alpha_{i}-\right)\right|+\left|\boldsymbol{K}\left(0, \alpha_{i}\right)-\boldsymbol{K}\left(0, \alpha_{i-1}\right)\right|\right] \\
\leq 2\left(\mathrm{v}_{I}(\boldsymbol{K})+\operatorname{var}_{0}^{1} \boldsymbol{K}(0, .)\right)<\infty
\end{gathered}
$$

and (iv) is also proved.
3.9. Theorem. Let the kernel $K: I \rightarrow L\left(R_{n}\right) \quad(I=[0,1] \times[0,1])$ satisfy $(3,2)$ and $(3,3)$. Then the homogeneous Volterra-Stieltjes integral equation $(3,10)$ has only the trivial solution $\mathbf{x}=\mathbf{0}$ in $B V_{n}$ if and only if the matrix $\mathbf{I}-(\boldsymbol{K}(t, t)-\boldsymbol{K}(t, t-))$ is regular for any $\left.t \in(0,1]^{*}\right)$.

Proof. By (iii) from 3.8 the equation $(3,10)$ can be written in the equivalent form

$$
\begin{equation*}
\mathbf{x}(t)=\int_{0}^{t} \mathrm{~d}_{s}[\boldsymbol{M}(t, s)] \mathbf{x}(s)+\boldsymbol{H}(t) \mathbf{x}(t), \quad t \in[0,1] \tag{3,25}
\end{equation*}
$$

where $\boldsymbol{M}: I \rightarrow L\left(R_{n}\right), \boldsymbol{H}:[0,1] \rightarrow L\left(R_{n}\right)$ are defined by $(3,22),(3,24)$ respectively. Hence if we assume that for any $t \in[0,1]$ the matrix $\boldsymbol{I}-\boldsymbol{H}(t)=\boldsymbol{I}-(\boldsymbol{K}(t, t)-\boldsymbol{K}(t, t-))$ is regular, then the inverse $[\mathbf{I}-\boldsymbol{H}(t)]^{-1}$ exists for any $t \in[0,1]$ and $(3,25)$ can be rewritten in the equivalent form

$$
\begin{equation*}
\mathbf{x}(t)=[\mathbf{I}-\boldsymbol{H}(t)]^{-1} \int_{0}^{t} \mathrm{~d}_{s}[\boldsymbol{M}(t, s)] \mathbf{x}(s), \quad t \in[0,1] . \tag{3,26}
\end{equation*}
$$

This equality can be formally written in the form $\mathbf{x}=\mathbf{T M} \mathbf{x}$ where

$$
\mathbf{T} \mathbf{z}=[\mathbf{I}-\mathbf{H}(t)]^{-1} \mathbf{z}(t) \quad \text { for } \quad \mathbf{z} \in B V_{n}
$$

and

$$
\mathbf{M} \mathbf{x}=\int_{0}^{t} \mathrm{~d}_{s}[\boldsymbol{M}(t, s)] \mathbf{x}(s) \quad \text { for } \quad \mathbf{x} \in B V_{n} .
$$

Assume that $\mathbf{x} \in B V_{n}$ is a solution of $(3,10)$. Then evidently $\mathbf{x}(0)=\mathbf{0}$ and by 3.7, 3.6 we have for any $\delta(0<\delta \leq 1)$

$$
\begin{equation*}
\|\mathbf{x}\|_{B V_{n}[0, \delta]}=|\mathbf{x}(0)|+\operatorname{var}_{0}^{\delta} \mathbf{x}=\|\mathbf{T} \mathbf{M} \mathbf{x}\|_{B V_{n}[0, \delta]} \leq C\|\boldsymbol{M} \mathbf{x}\|_{B V_{n}[0, \delta]} \tag{3,27}
\end{equation*}
$$

$$
\begin{gathered}
=C \operatorname{var}_{0}^{\delta}\left(\int_{0}^{t} \mathrm{~d}_{s}[\mathbf{M}(t, s)] \mathbf{x}(s)\right) \leq C\left(|\mathbf{x}(0)|(\xi(0+)-\xi(0))+\|\mathbf{x}\|_{B V_{n}[0, \delta j}(\xi(\delta)-\xi(0+))\right. \\
=C(\xi(\delta)-\xi(0+))\|\mathbf{x}\|_{B V_{n}[0, \delta]}
\end{gathered}
$$

[^2]where $\xi:[0,1] \rightarrow[0,+\infty)$ is bounded and nondecreasing by 3.6 and $C \geq 0$ is a constant (cf. 3.7). The function $\xi$ is of bounded variation and has consequently onesided limits at all points of $[0,1]$. Hence we can find a $\delta>0$ such that $C(\xi(\delta)-\xi(0+))<\frac{1}{2}$ and by $(3,27)$ we obtain
$$
\|\boldsymbol{x}\|_{B V_{n}[0, \delta]}<\frac{1}{2}\|\boldsymbol{x}\|_{B V_{n}[0, \delta]}
$$
i.e. $\mathbf{x}(t)=\mathbf{0}$ for all $t \in[0, \delta]$.

Let us now assume that $t^{*} \in[0,1]$ is the supremum of all such positive $\delta$ that the solution $\mathbf{x} \in B V_{n}$ of the equation $(3,10)$ equals zero on $[0, \delta]$. Evidently $\mathbf{x}(t)=\mathbf{0}$ for all $t \in\left[0, t^{*}\right)$. Since by (ii) from 3.8 we have

$$
\int_{0}^{t^{*}} \mathrm{~d}_{s}\left[\boldsymbol{M}\left(t^{*}, s\right)\right] \mathbf{x}(s)=\lim _{\tau \rightarrow t^{*}-} \int_{0}^{\tau} \mathrm{d}_{s}\left[\boldsymbol{M}\left(t^{*}, s\right)\right] \mathbf{x}(s)=\mathbf{0}
$$

and $\left[\mathbf{I}-\boldsymbol{H}\left(t^{*}\right)\right]^{-1}$ exists, we have by $(3,26) \mathbf{x}\left(t^{*}\right)=\mathbf{0}$, i.e. $\mathbf{x}(t)=\mathbf{0}$ for $t \in\left[0, t^{*}\right]$. Now assuming $t^{*}<1$ we have

$$
\mathbf{x}(t)=[\mathbf{I}-\boldsymbol{H}(t)]^{-1} \int_{0}^{t} \mathrm{~d}_{s}[\boldsymbol{M}(t, s)] \mathbf{x}(s)=[\mathbf{I}-\boldsymbol{H}(t)]^{-1} \int_{t^{*}}^{t} \mathrm{~d}_{s}[\boldsymbol{M}(t, s)] \mathbf{x}(s)
$$

for all $t \in\left[t^{*}, 1\right]$. Using the same procedure as above we can determine a $\delta>0$ such that the inequality

$$
\|\mathbf{x}\|_{B V_{n}\left[t^{*}, v^{*}+\delta\right]} \leq \frac{1}{2}\|\mathbf{x}\|_{B V_{n}\left[t^{*}, t^{*}+\delta\right]}
$$

holds and consequently $\mathbf{x}(t)=\mathbf{0}$ for $t \in\left[t^{*}, t^{*}+\delta\right]$. Hence we obtain a contradiction to the property of $t^{*}$. In this way we have $t^{*}=1$, i.e. $\mathbf{x}(t)=\mathbf{0}$ for all $t \in[0,1]$ and the "if" part of the theorem is proved.

For the proof of the "only if" part of the theorem we refer to the Fredholm alternative included in 2.1. (cf. also 3.2) which states that either $(3,10)$ has only the trivial solution $\boldsymbol{x}=\mathbf{0}$ in $B V_{n}$ or there exists $\boldsymbol{f} \in B V_{n}$ such that the equation ( 3,1 ) has no solutions in $B V_{n}$.

Let us now assume that the matrix $\boldsymbol{I}-(\boldsymbol{K}(t, t)-\boldsymbol{K}(t, t-))=\boldsymbol{I}-\boldsymbol{H}(t)$ is not regular for all $t \in(0,1]$. This may occur only for a finite set of points $0<t_{1}<\ldots<t_{k}$ in $(0,1]$ because $\operatorname{var}_{0}^{1} \boldsymbol{H}<\infty$ by (iv) from 3.8 and consequently $|\boldsymbol{H}(t)|<\frac{1}{2}$ for all $t \in[0,1]$ except for a finite set of points in $(0,1]$. Hence $[\mathbf{I}-\boldsymbol{H}(t)]^{-1}$ exists for all $t \in[0,1], t \neq t_{i}, i=1,2, \ldots, k$, and $\boldsymbol{I}-\boldsymbol{H}\left(t_{i}\right), i=1,2, \ldots, k$ is not regular. Evidently there exists $\boldsymbol{y} \in R_{n}$ such that $\boldsymbol{y} \notin R\left(\boldsymbol{I}-\boldsymbol{H}\left(t_{1}\right)\right)$, i.e. the linear algebraic equation

$$
\left(\mathbf{I}-\boldsymbol{H}\left(t_{1}\right)\right) \mathbf{x}=\boldsymbol{y}
$$

has no solutions in $\mathrm{R}_{n}$. Let us define

$$
\boldsymbol{f}(t)=\mathbf{0} \quad \text { for } \quad t \in[0,1], \quad t \neq t_{1}, \quad f\left(t_{1}\right)=\boldsymbol{y}
$$

and consider the nonhomogeneous equation $(3,1)$ with this right-hand side. Let us assume that $x \in B V_{n}$ is a solution of this equation. In the same way as in the proof
of the "if" part we can show that $\mathbf{x}(t)=\mathbf{0}$ for all $t \in\left[0, t_{1}\right)$ since $[\mathbf{I}-\boldsymbol{H}(t)]^{-1}$ exists for all $t \in\left[0, t_{1}\right)$. Using the expression (3,23) and (ii) from 3.8 for $\int_{0}^{t_{1}} \mathrm{~d}_{s}\left[\boldsymbol{K}\left(t_{1}, s\right)\right] \mathbf{x}(s)$ we obtain

$$
\left[\mathbf{I}-\boldsymbol{H}\left(t_{1}\right)\right] \mathbf{x}\left(t_{1}\right)=\int_{0}^{t_{1}} \mathrm{~d}_{s}\left[\boldsymbol{M}\left(t_{1}, s\right)\right] \mathbf{x}(s)+\boldsymbol{f}\left(t_{1}\right)=\boldsymbol{y}
$$

and $\mathbf{x}\left(t_{1}\right)$ cannot be determined since $\mathbf{y} \notin R\left(\boldsymbol{I}-\boldsymbol{H}\left(t_{1}\right)\right)$ and consequently there is no $\mathbf{x} \in B V_{n}$ satisfying (3,1) with the given $\mathbf{f} \in B V_{n}$. By the above quoted Fredholm alternative the equation $(3,10)$ possesses nontrivial solutions and our theorem is completely proved.
3.10. Theorem. Assume that $K: I=[0,1] \times[0,1] \rightarrow L\left(R_{n}\right)$ satisfies $(3,2),(3,3)$ and the matrix $\mathbf{I}-\boldsymbol{K}(t, t)-\boldsymbol{K}(t, t-))$ is regular for any $t \in(0,1]$.

Then there exists a uniquely determined $\Gamma: I \rightarrow L\left(R_{n}\right)$ such that the unique solution in $B V_{n}$ to the Volterra-Stieltjes integral equation $(3,1)$ with $\boldsymbol{f} \in B V_{n}$ is given by the relation

$$
\begin{equation*}
\mathbf{x}(t)=\boldsymbol{f}(t)+\int_{0}^{t} \mathrm{~d}_{s}[\boldsymbol{\Gamma}(t, s)] \boldsymbol{f}(s), \quad t \in[0,1] . \tag{3,28}
\end{equation*}
$$

The matrix $\Gamma(t, s)$ satisfies the integral equation

$$
\begin{equation*}
\boldsymbol{\Gamma}(t, s)=\boldsymbol{K}(t, s)-\boldsymbol{K}(t, 0)+\int_{0}^{t} \mathrm{~d}_{r}[\boldsymbol{K}(t, r)] \boldsymbol{\Gamma}(r, s) \quad \text { for } \quad 0 \leq s \leq t \leq 1 \tag{3,29}
\end{equation*}
$$

We have $\Gamma(t, s)=\Gamma(t, t)$ for $0 \leq t<s \leq 1, \quad \Gamma(t, 0)=\mathbf{0}, \quad \operatorname{var}_{0}^{1} \Gamma(0,)<.\infty$ and $\mathrm{v}_{\mathrm{I}}(\boldsymbol{\Gamma})<\infty$.

Proof. By 3.1 the equation $(3,1)$ can be written in the equivalent Fredholm-Stieltjes form

$$
\begin{equation*}
\mathbf{x}(t)-\int_{0}^{1} \mathrm{~d}_{s}\left[\boldsymbol{K}^{\Delta}(t, s)\right] \mathbf{x}(s)=\mathbf{f}(t), \quad t \in[0,1] \tag{3,30}
\end{equation*}
$$

where $\boldsymbol{K}^{\boldsymbol{\Delta}}: I \rightarrow L\left(R_{n}\right)$ is the corresponding triangular kernel given by $(3,4)$. By 3.9 the homogeneous equation

$$
\mathbf{x}(t)-\int_{0}^{1} \mathrm{~d}_{s}\left[\mathbf{K}^{\Delta}(t, s)\right] \mathbf{x}(s)=\mathbf{0}, \quad t \in[0,1]
$$

has only the trivial solution $\mathbf{x}=\mathbf{0}$ in $B V_{n}$. Since $\boldsymbol{K}^{\Delta}$ satisfies evidently all assumptions of 2.6 , we obtain by this theorem the existence of $\Gamma: I \rightarrow L\left(R_{n}\right)$ such that the solution of $(3,30)$ and consequently also of the equivalent equation $(3,1)$ is given by

$$
\begin{equation*}
\mathbf{x}(t)=\boldsymbol{f}(t)+\int_{0}^{1} \mathrm{~d}_{t}[\Gamma(t, s)] f(s), \quad t \in[0,1] \tag{3,31}
\end{equation*}
$$

where $\Gamma(t, s)$ satisfies the matrix integral equation

$$
\boldsymbol{\Gamma}(t, s)=\boldsymbol{K}^{\Delta}(t, s)+\int_{0}^{1} \mathrm{~d}_{r}\left[\boldsymbol{K}^{\Delta}(t, r)\right] \boldsymbol{\Gamma}(r, s) \quad \text { for all } \quad(t, s) \in I .
$$

Using the definition $(3,4)$ of $\boldsymbol{K}^{\Delta}(t, s)$ and $(3,8)$ we have

$$
\boldsymbol{\Gamma}(t, s)=\boldsymbol{K}(t, s)-\boldsymbol{K}(t, 0)+\int_{0}^{t} \mathrm{~d}_{r}[\boldsymbol{K}(t, r)] \boldsymbol{\Gamma}(r, s) \quad \text { for } \quad 0 \leq s \leq t \leq 1
$$

and $(3,29)$ is satisfied. For $0 \leq t<s \leq 1$ we have similarly

$$
\boldsymbol{\Gamma}(t, s)=\boldsymbol{K}^{\Delta}(t, t)+\int_{0}^{t} \mathrm{~d}_{[ }[\boldsymbol{K}(t, r)] \boldsymbol{\Gamma}(r, s)
$$

and

$$
\Gamma(t, t)=\boldsymbol{K}^{\Delta}(t, t)+\int_{0}^{t} \mathrm{~d}_{r}[\boldsymbol{K}(t, r)] \Gamma(r, t) .
$$

Hence

$$
\boldsymbol{\Gamma}(t, s)-\Gamma(t, t)=\int_{0}^{t} \mathrm{~d}_{r}[\boldsymbol{K}(t, r)](\boldsymbol{\Gamma}(r, s)-\boldsymbol{\Gamma}(r, t))
$$

i.e. $\Gamma(t, s)=\Gamma(t, t)$ since Theorem 3.9 yields that the homogeneous equation $\boldsymbol{x}(t)-\int_{0}^{t} \mathrm{~d}_{s}[\boldsymbol{K}(t, s)] \mathbf{x}(s)=\mathbf{0}$ has only the trivial solution $\mathbf{x}=\mathbf{0} \in B V_{n}$. Similarly we obtain $\boldsymbol{\Gamma}(t, 0)=0$ for all $t \in[0,1]$. The inequalities $\operatorname{var}_{0}^{1} \boldsymbol{\Gamma}(0,)<.\infty, \mathrm{v}_{\boldsymbol{I}}(\boldsymbol{\Gamma})<\infty$ are immediate consequences of 2.5 .

From the equality $\Gamma(t, s)=\Gamma(t, t)$ valid for $t<s$ we get

$$
\int_{0}^{1} \mathrm{~d}_{s}[\boldsymbol{\Gamma}(t, s)] \mathbf{x}(s)=\int_{0}^{t} \mathrm{~d}_{s}[\Gamma(t, s)] \mathbf{x}(s)
$$

for all $\boldsymbol{x} \in B V_{n}$ and hence by $(3,31)$ we obtain $(3,28)$.
3.11. Theorem. Let $K: I=[0,1] \times[0,1] \rightarrow L\left(R_{n}\right)$ satisfy $(3,2)$, $(3,3)$ and let $t_{0} \in[0,1]$ be fixed. Then the integral equation

$$
\begin{equation*}
\mathbf{x}(t)=\int_{t_{0}}^{t} \mathrm{~d}_{s}[\boldsymbol{K}(t, s)] \mathbf{x}(s), \quad t \in[0,1] \tag{3,32}
\end{equation*}
$$

possesses only the trivial solution $\mathbf{x}=\mathbf{0}$ in $B V_{n}$ if and only if for any $t \in\left(t_{0}, 1\right]$ the matrix $\mathbf{I}-(\boldsymbol{K}(t, t)-\boldsymbol{K}(t, t-))$ is regular and for any $t \in\left[0, t_{0}\right)$ the matrix $\boldsymbol{I}+\boldsymbol{K}(t, t+)-\boldsymbol{K}(t, t)$ is regular.

The proof of this statement can be given by a modification of the proof of 3.9. Since serious technical troubles do not occur we add only a few remarks on this proof. It is evident that $\mathbf{x}\left(t_{0}\right)=\mathbf{0}$ for any solution of $(3,32)$. The proof of the fact that $\mathbf{x}(t)=\mathbf{0}$ for $t \in\left(t_{0}, 1\right]$ if and only if $\mathbf{I}-(\boldsymbol{K}(t, t)-\boldsymbol{K}(t, t-))$ is a regular matrix
for $t \in\left(t_{0}, 1\right]$, follows exactly the line of the proof of 3.9. For proving " $\mathbf{x}(t)=\mathbf{0}$ for $t \in\left[0, t_{0}\right)$ if and only if $\mathbf{I}+\boldsymbol{K}(t, t+)-\boldsymbol{K}(t, t)$ is regular for all $t \in\left[0, t_{0}\right)$ ", the decomposition $\left(t \in\left[0, t_{0}\right)\right.$ )

$$
\int_{t_{0}}^{t} \mathrm{~d}_{s}[\boldsymbol{K}(t, s)] \mathbf{x}(s)=\int_{t_{0}}^{t} \mathrm{~d}_{s}[\boldsymbol{M}(t, s)] \mathbf{x}(s)-(\boldsymbol{K}(t, t+)-\boldsymbol{K}(t, t)) \mathbf{x}(t)
$$

valid for any $\boldsymbol{x} \in B V_{n}$ can be used where the integral $\int_{t_{0}}^{t} \mathrm{~d}_{s}[\mathbf{M}(t, s)] \mathbf{x}(s)$ does not depend on the value $\mathbf{x}(t)$. This can be done in the same way as in 3.8 when it is assumed that $\boldsymbol{M}(t, s)=\boldsymbol{K}(t, s)$ if $(t, s) \in I, t \neq s, \boldsymbol{M}(t, t)=\boldsymbol{K}(t, t+)$ if $t \in[0,1), \boldsymbol{M}(1,1)=\boldsymbol{K}(1,1)$. Using the above decomposition of $\int_{t_{0}}^{t} \mathrm{~d}_{s}[\boldsymbol{K}(t, s)] \mathbf{x}(s)$ the approach from 3.9 can be used in order to prove the result.
3.12. Corollary. Let $K: I \rightarrow L\left(R_{n}\right)$ satisfy $(3,2),(3,3)$ and let $t_{0} \in[0,1]$ be fixed. Then the integral equation

$$
\begin{equation*}
\mathbf{x}(t)=\int_{t_{0}}^{t} \mathrm{~d}_{s}[\boldsymbol{K}(t, s)] \mathbf{x}(s)+\boldsymbol{f}(t), \quad t \in[0,1] \tag{3,33}
\end{equation*}
$$

has a unique solution for every $\boldsymbol{f} \in B V_{n}$ if and only if for any $t \in\left(t_{0}, 1\right]$ the matrix $\mathbf{I}-(\boldsymbol{K}(t, t)-\boldsymbol{K}(t, t-))$ is regular and for any $t \in\left[0, t_{0}\right)$ the matrix $\mathbf{I}+\boldsymbol{K}(t, t+)$ $-\boldsymbol{K}(t, t)$ is regular.

Proof. Let us define a new kernel $\boldsymbol{K}^{t_{0}}: I \rightarrow L\left(R_{n}\right)$ as follows.
If $t_{0} \leq t \leq 1$, then

$$
\begin{array}{ll}
\boldsymbol{K}^{t_{0}}(t, s)=\boldsymbol{K}(t, s) & \text { for } \quad t_{0} \leq s \leq t \\
\boldsymbol{K}^{t_{0}}(t, s)=\boldsymbol{K}(t, t) & \text { for } \quad t<s \leq 1 \\
\boldsymbol{K}^{t_{0}}(t, s)=\boldsymbol{K}\left(t, t_{0}\right) & \text { for } \quad 0 \leq s<t_{0}
\end{array}
$$

and if $0 \leq t<t_{0}$, then

$$
\begin{array}{ll}
\boldsymbol{K}^{t_{0}}(t, s)=-\boldsymbol{K}(t, s) & \text { for } \quad t \leq s \leq t_{0} \\
\boldsymbol{K}^{t_{0}}(t, s)=-\boldsymbol{K}(t, t) & \text { for } \quad 0 \leq s<t \\
\boldsymbol{K}^{t_{0}}(t, s)=-\boldsymbol{K}\left(t, t_{0}\right) & \text { for } \quad t_{0} \leq s \leq 1
\end{array}
$$

It is a matter of routine to show that $\mathbf{v}_{I}\left(\boldsymbol{K}^{t_{0}}\right)<\infty, \operatorname{var}_{0}^{1} \boldsymbol{K}^{t_{0}}(0,)<.\infty$ and

$$
\int_{t_{0}}^{t} \mathrm{~d}_{s}[\boldsymbol{K}(t, s)] \boldsymbol{x}(s)=\int_{0}^{1} \mathrm{~d}_{s}\left[\boldsymbol{K}^{t_{0}}(t, s)\right] \boldsymbol{x}(s),
$$

for every $t \in[0,1]$ and $x \in B V_{n}$. Hence the equation $(3,33)$ can be rewritten in the equivalent Fredholm-Stieltjes form

$$
\mathbf{x}(t)-\int_{0}^{1} \mathrm{~d}_{s}\left[\boldsymbol{K}^{t_{0}}(t, s)\right] \mathbf{x}(s)=\boldsymbol{f}(t), \quad t \in[0,1]
$$

By 3,11 the corresponding homogeneous equation

$$
\mathbf{x}(t)-\int_{0}^{1} \mathrm{~d}_{s}\left[\boldsymbol{K}^{t_{0}}(t, s)\right] \mathbf{x}(s)=\mathbf{0}, \quad t \in[0,1]
$$

has only the trivial solution if and only if the regularity conditions given in the corollary are satisfied. The corollary follows now immediately from 2.1.

## Notes

The Fredholm-Stieltjes integral equation theory is based on the investigations due to Schwabik [2], [5].

The case of Volterra-Stieltjes integral equations was considered by many authors in terms of product integrals, the left and right Cauchy integral or other types of integrals. See e.g. Bitzer [1], Helton [1], Herod [1], Hönig [1], Mac Nerney [2].

## III. Generalized linear differential equations

## 1. The generalized linear differential equation and its basic properties

We assume that $\boldsymbol{A}:[0,1] \rightarrow L\left(R_{n}\right)$ is an $n \times n$-matrix valued function such that $\operatorname{var}_{0}^{1} \mathbf{A}<\infty$ and $\mathbf{g} \in B V_{n}[0,1]=B V_{n}$.

The generalized linear differential equation will be denoted by the symbol

$$
\begin{equation*}
\mathrm{d} \boldsymbol{x}=\mathrm{d}[\mathbf{A}] \boldsymbol{x}+\mathrm{d} \mathbf{g} \tag{1,1}
\end{equation*}
$$

which is interpreted by the following definition of a solution.
1.1. Definition. Let $[a, b] \subset[0,1], a<b$; a function $\mathbf{x}:[a, b] \rightarrow R_{n}$ is said to be a solution of the generalized linear differential equation $(1,1)$ on the interval $[a, b]$ if for any $t, t_{0} \in[a, b]$ the equality

$$
\begin{equation*}
\mathbf{x}(t)=\mathbf{x}\left(t_{0}\right)+\int_{t_{0}}^{t} \mathrm{~d}[\mathbf{A}(s)] \mathbf{x}(s)+\mathbf{g}(t)-\mathbf{g}\left(t_{0}\right) \tag{1,2}
\end{equation*}
$$

is satisfied.
In the original papers of J. Kurzweil (cf. [1], [2]) on generalized differential equations and in other papers in this field the notation

$$
\frac{\mathrm{d} \mathbf{x}}{\mathrm{~d} \tau}=\mathrm{D}[\mathbf{A}(t) \mathbf{x}+\mathbf{g}(t)]
$$

was used for the generalized linear differential equation.
It is evident that the generalized linear differential equation can be given on an arbitrary interval $[a, b] \subset R$ instead of $[0,1]$.

If $\mathbf{x}_{0} \in R_{n}$ and $t_{0} \in[a, b] \subset[0,1]$ are fixed and $\mathbf{x}:[a, b] \rightarrow R_{n}$ is a solution of $(1,1)$ on $[a, b]$ such that $\mathbf{x}\left(t_{0}\right)=\mathbf{x}_{0}$, then $\mathbf{x}$ is called the solution of the initial value (Cauchy) problem

$$
\begin{equation*}
\mathrm{d} \mathbf{x}=\mathrm{d}[\mathbf{A}] \mathbf{x}+\mathrm{d} \boldsymbol{g}, \quad \mathbf{x}\left(t_{0}\right)=\mathbf{x}_{0} \tag{1,3}
\end{equation*}
$$

on $[a, b]$.
1.2. Remark. If $\mathbf{B}:[0,1] \rightarrow L\left(R_{n}\right)$ is an $n \times n$-matrix valued function, continuous on $[0,1]$ with respect to the norm of a matrix given in I.1.1 and $\boldsymbol{h}:[0,1] \rightarrow R_{n}$ is continuous on $[0,1]$, then the initial value problem for the linear ordinary differential equation

$$
\begin{equation*}
\boldsymbol{x}^{\prime}=\boldsymbol{B}(t) \mathbf{x}+\boldsymbol{h}(t), \quad \mathbf{x}\left(t_{0}\right)=\boldsymbol{x}_{0} \tag{1,4}
\end{equation*}
$$

is equivalent to the integral equation

$$
\boldsymbol{x}(t)=\mathbf{x}_{0}+\int_{t_{0}}^{t} \boldsymbol{B}(s) \mathbf{x}(s) \mathrm{d} s+\int_{t_{0}}^{t} \boldsymbol{h}(s) \mathrm{d} s, \quad t \in[0,1] .
$$

If we denote $\mathbf{A}(t)=\int_{0}^{t} \mathbf{B}(r) \mathrm{d} r, \boldsymbol{g}(t)=\int_{0}^{t} \boldsymbol{h}(r) \mathrm{d} r$ for $t \in[0,1]$, then this equation can be rewritten into the equivalent Stieltjes form

$$
\mathbf{x}(t)=\mathbf{x}_{0}+\int_{t_{0}}^{t} \mathrm{~d}[\boldsymbol{A}(s)] \mathbf{x}(s)+\mathbf{g}(t)-\mathbf{g}\left(t_{0}\right), \quad t \in[0,1]
$$

The functions $\mathbf{A}:[0,1] \rightarrow L\left(R_{n}\right), \mathbf{g}:[0,1] \rightarrow R_{n}$ are absolutely continuous and therefore also of bounded variation. In this way the initial value problem $(1,4)$ has become the initial value problem of the form $(1,3)$ with $\boldsymbol{A}, \boldsymbol{g}$ defined above and both problems are equivalent. Essentially the same reasoning yields the equivalence of the problem $(1,4)$ to an equivalent Stieltjes integral equation when B: $[0,1] \rightarrow L\left(R_{n}\right)$, $\boldsymbol{h}:[0,1] \rightarrow R_{n}$ are assumed to be Lebesgue integrable and if we look for Carathéodory solutions of $(1,4)$.
1.3. Theorem. Assume that $\mathbf{A}:[0,1] \rightarrow L\left(R_{n}\right)$ is of bounded variation on $[0,1]$, $\mathbf{g} \in B V_{n}$. Let $\mathbf{x}:[a, b] \rightarrow R_{n}$ be a solution of the generalized linear differential equation $(1,1)$ on the interval $[a, b] \subset[0,1]$. Then $\mathbf{x}$ is of bounded variation on $[a, b]$.

Proof. By the definition 1.1 of a solution of $(1,1)$ the integral $\int_{t_{0}}^{t} \mathrm{~d}[\boldsymbol{A}(s)] \boldsymbol{x}(s)$ exists for every $t, t_{0} \in[a, b]$. Hence by I.4.12 the limit $\lim _{t \rightarrow t_{0}+} \int_{t_{0}}^{t} \mathrm{~d}[\mathbf{A}(s)] \mathbf{x}(s)$ exists for $t_{0} \in[a, b)$ and $\lim _{t \rightarrow t_{0}-} \int_{t_{0}}^{t} \mathrm{~d}[\boldsymbol{A}(s)] \boldsymbol{x}(s)$ exists for $t_{0} \in(a, b]$. Hence by $(1,2)$ the solution $\mathbf{x}(t)$ of $(1,1)$ possesses onesided limits at every point $t_{0} \in[a, b]$ and for every point $t_{0} \in[a, b]$ there exists $\delta>0$ and a constant $M$ such that $|\mathbf{x}(t)| \leq M$ for $t \in\left(t_{0}-\delta, t_{0}+\delta\right) \cap[a, b]$. By the Heine-Borel Covering Theorem there exists a finite system of intervals of the type $\left(t_{0}-\delta, t_{0}+\delta\right)$ covering the compact interval $[a, b]$. Hence there exists a constant $K$ such that $|\mathbf{x}(t)| \leq K$ for every $t \in[a, b]$. If now $a=t_{0}<t_{1}<\ldots<t_{k}=b$ is an arbitrary subdivision of [ $a, b$ ], we have by I.4.27

$$
\begin{gathered}
\left|\mathbf{x}\left(t_{i}\right)-\mathbf{x}\left(t_{i-1}\right)\right| \leq\left|\int_{t_{i-1}}^{t_{i}} \mathrm{~d}[\boldsymbol{A}(s)] \mathbf{x}(s)\right|+\left|\mathbf{g}\left(t_{i}\right)-\mathbf{g}\left(t_{i-1}\right)\right| \\
\leq K \operatorname{var}_{t_{i-1}}^{t_{i}} \boldsymbol{A}+\left|\mathbf{g}\left(t_{i}\right)-\mathbf{g}\left(t_{i-1}\right)\right|
\end{gathered}
$$

for every $i=1, \ldots, k$. Hence

$$
\sum_{i=1}^{k}\left|\mathbf{x}\left(t_{i}\right)-\mathbf{x}\left(t_{i-1}\right)\right| \leq K \operatorname{var}_{a}^{b} \mathbf{A}+\operatorname{var}_{a}^{b} \mathbf{g}
$$

and $\operatorname{var}_{a}^{b} \boldsymbol{x}<\infty$ since the subdivision was arbitrary.
Throughout this chapter we use the notations $\Delta^{+} \boldsymbol{f}(t)=\boldsymbol{f}(t+)-\boldsymbol{f}(t), \Delta^{-} \boldsymbol{f}(t)$ $=\boldsymbol{f}(t)-\boldsymbol{f}(t-)$ for any function possessing the onesided limits $f(t+)=\lim _{r \rightarrow++} f(r)$, $f(t-)=\lim _{r \rightarrow t_{-}} f(r)$. This applies evidently also to matrix valued functions.

Since by definition the initial value problem $(1,3)$ is equivalent to the VolterraStieltjes integral equation

$$
\begin{equation*}
\mathbf{x}(t)=\mathbf{x}_{0}+\int_{t_{0}}^{t} \mathrm{~d}[\mathbf{A}(s)] \mathbf{x}(s)+\mathbf{g}(t)-\mathbf{g}\left(t_{0}\right), \quad t \in[0,1], \tag{1,5}
\end{equation*}
$$

the following theorem is a direct corollary of II.3.12.
1.4. Theorem. Assume that $\boldsymbol{A}:[0,1] \rightarrow L\left(R_{n}\right)$ satisfies $\operatorname{var}_{0}^{1} \boldsymbol{A}<\infty$. If $t_{0} \in[0,1)$, then the initial value problem (1,3) possesses for any $\boldsymbol{g} \in B V_{n}, \boldsymbol{x}_{0} \in R_{n}$ a unique solution $\mathbf{x}(t)$ defined on $\left[t_{0}, 1\right]$ if and only if the matrix $\mathbf{I}-\Delta^{-} \mathbf{A}(t)$ is regular for any $t \in\left(t_{0}, 1\right]$. If $t_{0} \in(0,1]$, then the initial value problem (1,3) possesses for any $\boldsymbol{g} \in B V_{n}, \mathbf{x}_{0} \in R_{n}$ a unique solution $\mathbf{x}(t)$ defined on $\left[0, t_{0}\right]$ if and only if the matrix $I+\Delta^{+} \boldsymbol{A}(t)$ is regular for any $t \in\left[0, t_{0}\right)$. If $t_{0} \in[0,1]$, then the problem $(1,3)$ has for any $\mathbf{g} \in B V_{n}, \mathbf{x}_{0} \in R_{n}$ a unique solution $\mathbf{x}(t)$ defined on $[0,1]$ if and only if $\mathbf{I}-\Delta^{-} \mathbf{A}(t)$ is regular for any $t \in\left(t_{0}, 1\right]$ and $\mathbf{I}+\Delta^{+} \boldsymbol{A}(t)$ is regular for any $t \in\left[0, t_{0}\right)$.
1.5. Remark. Let us mention that by 1.3 the solutions of the problem $(1,3)$ whose existence and uniqueness is stated in Theorem 1.4 are of bounded variation on their intervals of definition. Further, if in the last part of the theorem we have $t_{0}=0$, then the regularity of $I+\Delta^{+} \boldsymbol{A}(0)$ is not required. Similarly for $t_{0}=1$ and for the regularity of $I-\Delta^{-} \boldsymbol{A}(1)$.

Let us mention also that Theorem 1.4 gives the fundamental existence and unicity result for $B V_{n}$-solutions of the initial value problem ( 1,3 ).

Let us note that if $\boldsymbol{A}:[0,1] \rightarrow L\left(R_{n}\right)$ is of bounded variation in $[0,1]$, then there is a finite set of points $t$ in $[0,1]$ such that the matrix $I-\Delta^{-} \mathbf{A}(t)$ is singular and similarly for the matrix $I+\Delta^{+} \boldsymbol{A}(t)$. In fact, since $\operatorname{var}_{0}^{1} \boldsymbol{A}<\infty$ the series $\sum_{t \in\{a . b]} \Delta^{-} \boldsymbol{A}(t)$ converges. Hence there is a finite set of points $t \in[0,1]$ such that $\left|\Delta^{-} \boldsymbol{A}(t)\right| \geq \frac{1}{2}$. For all the remaining points in $[0,1]$ we have $\left|\Delta^{-} \boldsymbol{A}(t)\right|<\frac{1}{2}$, and consequently $\left[I-\Delta^{-} A(t)\right]^{-1}=\sum_{k=0}^{\infty}\left(\Delta^{-} A(t)\right)^{k}$ exists since the series on the right-hand side converges at these points. For the matrix $I+\Delta^{+} \boldsymbol{A}(t)$ this fact can be shown analogously.
1.6. Proposition. Assume that $\boldsymbol{A}:[0,1] \rightarrow L\left(R_{n}\right), \operatorname{var}_{0}^{1} \boldsymbol{A}<\infty, \boldsymbol{g} \in B V_{n}$. Let $\mathbf{x}$ be a solution of the equation $(1,1)$ on some interval $[a, b] \subset[0,1], a<b$. Then all the onesided limits $\mathbf{x}(a+), \mathbf{x}(t+), \mathbf{x}(t-), \mathbf{x}(b-), t \in(a, b)$ exist and

$$
\begin{array}{ll}
\mathbf{x}(t+)=\left[\mathbf{I}+\Delta^{+} \mathbf{A}(t)\right] \mathbf{x}(t)+\Delta^{+} \mathbf{g}(t) & \text { for all } t \in[a, b)  \tag{1,6}\\
\mathbf{x}(t-)=\left[\mathbf{I}-\Delta^{-} \mathbf{A}(t)\right] \mathbf{x}(t)-\Delta^{-} \mathbf{g}(t) & \text { for all } t \in(a, b]
\end{array}
$$

holds.
Proof. Let $t \in[a, b)$. By the definition of the solution $\mathbf{x}:[a, b] \rightarrow R_{n}$ we have

$$
\mathbf{x}(t+\delta)=\mathbf{x}(t)+\int_{t}^{t+\delta} \mathrm{d}[\mathbf{A}(s)] \mathbf{x}(s)+\mathbf{g}(t+\delta)-\mathbf{g}(t)
$$

for any $\delta>0$. For $\delta \rightarrow 0+$ we obtain by I.4.13 the equality

$$
\begin{gathered}
\mathbf{x}(t+)=\mathbf{x}(t)+(\mathbf{A}(t+)-\mathbf{A}(t)) \mathbf{x}(t)+\mathbf{g}(t+)-\mathbf{g}(t) \\
=\boldsymbol{x}(t)+\Delta^{+} \mathbf{A}(t) \mathbf{x}(t)+\Delta^{+} \mathbf{g}(t)
\end{gathered}
$$

where the limit on the right-hand side evidently exists. The second equality in $(1,6)$ can be proved similarly.
1.7. Theorem. Assume that $\mathbf{A}:[0,1] \rightarrow L\left(R_{n}\right), \operatorname{var}_{0}^{1} \boldsymbol{A}<\infty, t_{0} \in[0,1]$ and that $I+\Delta^{+} \boldsymbol{A}(t)$ is a regular matrix for all $t \in\left[0, t_{0}\right)$ and $\mathbf{I}-\Delta^{-} \boldsymbol{A}(t)$ is a regular matrix for all $t \in\left(t_{0}, 1\right]$. Then there exists a constant $C$ such that for any solution $\mathbf{x}(t)$ of the initial value problem $(1,3)$ with $\boldsymbol{g} \in B V_{n}$ we have

$$
\begin{equation*}
|\mathbf{x}(t)| \leq C\left(\left|\mathbf{x}_{0}\right|+\operatorname{var}_{t_{0}}^{1} \mathbf{g}\right) \exp \left(C \operatorname{var}_{t_{0}}^{t} \boldsymbol{A}\right) \quad \text { for } \quad t \in\left[t_{0}, 1\right] \tag{1,7}
\end{equation*}
$$

and

$$
\begin{equation*}
|\mathbf{x}(t)| \leq C\left(\left|\mathbf{x}_{0}\right|+\operatorname{var}_{0}^{t_{0}} \mathbf{g}\right) \exp \left(C \operatorname{var}_{t}^{t_{0}} \boldsymbol{A}\right) \quad \text { for } \quad t \in\left[0, t_{0}\right] \tag{1,8}
\end{equation*}
$$

Proof. We consider only the case $t<t_{0}$ and prove (1,8). The proof of $(1,7)$ can be given in an analogous way. Let us set $\mathbf{B}(t)=\mathbf{A}(t+)$ for $t \in\left[0, t_{0}\right)$ and $\mathbf{B}\left(t_{0}\right)=\mathbf{A}\left(t_{0}\right)$. Hence $\mathbf{B}(t)-\boldsymbol{A}(t)=\Delta^{+} \mathbf{A}(t)$ for $t \in\left[0, t_{0}\right), \quad \mathbf{B}\left(t_{0}\right)-\mathbf{A}\left(t_{0}\right)=\mathbf{0}$, i.e. $\mathbf{B}(t)-\mathbf{A}(t)=\mathbf{0}$ for all $t \in\left[0, t_{0}\right]$ except for an at most countable set of points in $\left[0, t_{0}\right)$ and evidently $\operatorname{var}_{0}^{t_{0}}(\boldsymbol{B}-\boldsymbol{A})<\infty$. Hence for every $\mathbf{x} \in B V_{n}$ and $t \in\left[0, t_{0}\right)$ we have by I.4.23

$$
\int_{t}^{t_{0}} \mathrm{~d}[\boldsymbol{B}(s)-\boldsymbol{A}(s)] \boldsymbol{x}(s)=-\Delta^{+} \mathbf{A}(t) \boldsymbol{x}(t)
$$

and by the definition we obtain
i.e.

$$
\mathbf{x}(t)=\mathbf{x}_{0}+\int_{t}^{t_{0}} \mathrm{~d}[\mathbf{B}(s)] \mathbf{x}(s)-\Delta^{+} \mathbf{A}(t) \mathbf{x}(t)+\mathbf{g}(t)-\mathbf{g}\left(t_{0}\right), \quad t \in\left[0, t_{0}\right)
$$

$$
\begin{equation*}
\mathbf{x}(t)=\left[\mathbf{I}+\Delta^{+} \mathbf{A}(t)\right]^{-1}\left(\mathbf{x}_{0}+\mathbf{g}(t)-\mathbf{g}\left(t_{0}\right)+\int_{t}^{t_{0}} \mathrm{~d}[\mathbf{B}(s)] \mathbf{x}(s)\right), \quad t \in\left[0, t_{0}\right) \tag{1,9}
\end{equation*}
$$

Let us mention that for all $t \in\left[0, t_{0}\right)$ we have

$$
\begin{equation*}
\left|\left[I+\Delta^{+} \mathbf{A}(t)\right]^{-1}\right| \leq C, \quad C=\text { const. } \tag{1,10}
\end{equation*}
$$

This inequality can be proved using the equality $\left[\boldsymbol{I}+\Delta^{+} \boldsymbol{A}(t)\right]^{-1}=\sum_{i=0}^{\infty}(-1)^{i}\left(\Delta^{+} \boldsymbol{A}(t)\right)^{i}$ which holds whenever $\left|\Delta^{+} \boldsymbol{A}(t)\right|<1$. Hence

$$
\left|\left[\mathbf{I}+\Delta^{+} \boldsymbol{A}(t)\right]^{-1}\right| \leq \sum_{i=0}^{\infty}\left|\Delta^{+} \boldsymbol{A}(t)\right|^{i}=\frac{1}{1-\left|\Delta^{+} \boldsymbol{A}(t)\right|}<2
$$

provided $\left|\Delta^{+} \boldsymbol{A}(t)\right|<\frac{1}{2}$, i.e. for all $t \in\left[0, t_{0}\right)$ except for a finite set of points in $\left[0, t_{0}\right)$. The estimate $(1,10)$ is in this manner obvious. Using $(1,10)$ we obtain by $(1,9)$ the inequality

$$
|\mathbf{x}(t)| \leq C\left(\left|\mathbf{x}_{0}\right|+\left|\mathbf{g}(t)-\mathbf{g}\left(t_{0}\right)\right|+\left|\int_{t_{0}}^{t} \mathrm{~d}[\mathbf{B}(s)] \mathbf{x}(s)\right|\right)
$$

$t \in\left[0, t_{0}\right]$. This inequality together with I.4.27 yields

$$
\begin{align*}
|\mathbf{x}(t)| & \leq C\left(\left|\mathbf{x}_{0}\right|+\operatorname{var}_{0}^{t_{0}} \mathbf{g}+\int_{t}^{t_{0}}|\mathbf{x}(s)|{\mathrm{d} v a r_{0}^{s}} \mathbf{B}\right)  \tag{1,11}\\
& =C\left(\left|\mathbf{x}_{0}\right|+\operatorname{var}_{0}^{t_{0}} \mathbf{g}\right)+C \int_{t}^{t_{0}}|\mathbf{x}(s)| \mathrm{d} \boldsymbol{h}(s)
\end{align*}
$$

where $\boldsymbol{h}(s)=\operatorname{var}_{0}^{s} \mathbf{B}$ is defined on $\left[0, t_{0}\right]$ and is evidently continuous from the right-hand side on $\left[0, t_{0}\right)$ since $\mathbf{B}$ has this property by definition. Using I.4.30 for the inequality $(1,11)$ we obtain

$$
\begin{aligned}
& |\mathbf{x}(t)| \leq C\left(\left|\mathbf{x}_{0}\right|+\operatorname{var}_{0}^{t_{0}} \mathbf{g}\right) \exp \left(C\left(h\left(t_{0}\right)-h(t)\right)\right) \\
& \leq C\left(\left|\mathbf{x}_{0}\right|+\operatorname{var}_{0}^{t_{0}} \mathbf{g}\right) \exp \left(C\left(\operatorname{var}_{0}^{t_{0}} \mathbf{B}-\operatorname{var}_{0}^{t} \mathbf{B}\right)\right) \\
& \quad=C\left(\left|\mathbf{x}_{0}\right|+\operatorname{var}_{0}^{t_{0}} \mathbf{g}\right) \exp \left(C \operatorname{var}_{t}^{t_{0}} \mathbf{B}\right)
\end{aligned}
$$

and this implies $(1,8)$ since $\operatorname{var}_{t}^{t_{0}} \mathbf{B} \leq \operatorname{var}_{t}^{t_{0}} \boldsymbol{A}$.
Remark. A slight modification in the proof leads to a refinement of the estimates $(1,7),(1,8)$. It can be proved that

$$
|\mathbf{x}(t)| \leq C\left(\left|\mathbf{x}_{0}\right|+\operatorname{var}_{t_{0}}^{t} \mathbf{g}\right) \exp \left(C \operatorname{var}_{t_{0}}^{t} \boldsymbol{A}\right) \quad \text { for } \quad t \in\left[t_{0}, 1\right]
$$

and

$$
|\mathbf{x}(t)| \leq C\left(\left|\mathbf{x}_{0}\right|+\operatorname{var}_{t}^{t_{0}} \mathbf{g}\right) \exp \left(C \operatorname{var}_{t}^{t_{0}} \boldsymbol{A}\right) \quad \text { for } \quad t \in\left[0, t_{0}\right]
$$

holds.
1.8. Corollary. Let $\mathbf{A}:[0,1] \rightarrow L\left(R_{n}\right)$ fulfil the assumptions given in 1.7 for some $t_{0} \in[0,1], \mathbf{g}, \tilde{\mathbf{g}} \in B V_{n}, \mathbf{x}_{0}, \tilde{\mathbf{x}}_{0} \in R_{n}$. Then if $\mathbf{x} \in B V_{n}$ is a solution of $(1,3)$ and $\tilde{\mathbf{x}} \in B V_{n}$ is a solution of

$$
\mathrm{d} \mathbf{x}=\mathrm{d}[\mathbf{A}] \mathbf{x}+\mathrm{d} \tilde{\mathbf{g}}, \quad \mathbf{x}\left(t_{0}\right)=\tilde{\mathbf{x}}_{0},
$$

we have

$$
\begin{array}{rlll}
(1,12) & |\mathbf{x}(t)-\tilde{\mathbf{x}}(t)| \leq C\left(\left|\mathbf{x}_{0}-\tilde{\mathbf{x}}_{0}\right|+\operatorname{var}_{0}^{t_{0}}(\mathbf{g}-\tilde{\mathbf{g}})\right) \exp \left(C \operatorname{var}_{t}^{t_{0}} \mathbf{A}\right) & \text { for } & t \in\left[0, t_{0}\right] \\
|\mathbf{x}(t)-\tilde{\mathbf{x}}(t)| \leq C\left(\left|\mathbf{x}_{0}-\tilde{\mathbf{x}}_{0}\right|+\operatorname{var}_{t_{0}}^{1}(\mathbf{g}-\tilde{\mathbf{g}})\right) \exp \left(C \operatorname{var}_{t_{0}}^{t} \boldsymbol{A}\right) & \text { for } & t \in\left[t_{0}, 1\right],
\end{array}
$$

where $C \geq 1$ is a constant. Hence

$$
\begin{equation*}
|\mathbf{x}(t)-\tilde{\mathbf{x}}(t)| \leq K\left(\left|\mathbf{x}_{0}-\tilde{\mathbf{x}}_{0}\right|+\operatorname{var}_{0}^{1}(\mathbf{g}-\tilde{\mathbf{g}})\right) \tag{1,13}
\end{equation*}
$$

for all $t \in[0,1]$ where $K=C \exp \left(C \operatorname{var}_{0}^{1} \mathbf{A}\right)$.
1.9. Remark. The inequality $(1,13)$ yields evidently $\mathbf{x}(t)=\tilde{\mathbf{x}}(t)$ for all $t \in[0,1]$ whenever $\boldsymbol{x}_{0}=\tilde{\mathbf{x}}_{0}$ and $\operatorname{var}_{0}^{1}(\mathbf{g}-\tilde{\mathbf{g}})=0$. In this way the unicity of solutions of the initial value problem $(1,3)$ is confirmed.
1.10. Theorem. Assume that $t_{0} \in[0,1]$ is fixed. Let $\mathbf{A}:[0,1] \rightarrow L\left(R_{n}\right)$ be such that $\operatorname{var}_{0}^{1} \boldsymbol{A}<\infty, \mathbf{I}-\Delta^{-} \boldsymbol{A}(t)$ is a regular matrix for $t \in\left(t_{0}, 1\right]$ and $\mathbf{I}+\Delta^{+} \boldsymbol{A}(t)$ is a regular matrix for $t \in\left[0, t_{0}\right)$. Then the set of all solutions $\mathbf{x}:[0,1] \rightarrow R_{n}$ of the homogeneous generalized differential equation

$$
\begin{equation*}
\mathrm{d} \boldsymbol{x}=\mathrm{d}[\mathbf{A}] \mathbf{x} \tag{1,14}
\end{equation*}
$$

with the initial value given at the point $t_{0} \in[0,1]$ is an $n$-dimensional subspace in $B V_{n}$.
Proof. The linearity of the set of solutions is evident from the linearity of the integral. Let us set $\mathbf{e}^{(k)}=(0, \ldots, 0,1,0, \ldots, 0)^{*} \in R_{n}, k=1, \ldots, n$ (the value 1 is in the $k$-th coordinate of $\left.\mathbf{e}^{(k)} \in R_{n}\right)$ and let $\varphi^{(k)}:[0,1] \rightarrow R_{n}$ be the unique solution of $(1,14)$ such that $\varphi^{(k)}\left(t_{0}\right)=\mathbf{e}^{(k)}, k=1, \ldots, n$ (they exist by 1.4). The unicity result from 1.4 yields that $\sum_{k=1}^{n} c_{k} \varphi^{(k)}(t)=\mathbf{0}, c_{k} \in R$ if and only if $c_{k}=0, k=1, \ldots, n$. If $\mathbf{x}:[0,1] \rightarrow R_{n}$ is an arbitrary solution of $(1,14)$, then clearly

$$
\mathbf{x}(t)=\sum_{k=1}^{n} \boldsymbol{x}_{k}\left(t_{0}\right) \varphi^{(k)}(t)
$$

for all $t \in[0,1]$, i.e. $\mathbf{x}$ is a linear combination of the linearly independent solutions $\varphi^{(k)}, k=1, \ldots, n$ and this is our result.
1.11. Example. We give an example of a generalized linear differential equation which demonstrates the role of the assumptions concerning the regularity of the matrices I $+\Delta^{+} \boldsymbol{A}(t), \boldsymbol{I}-\Delta^{-} \mathbf{A}(t)$ in 1.4. Let us set

$$
\mathbf{A}(t)=\left(\begin{array}{ll}
0, & 0 \\
0, & 0
\end{array}\right), \quad \mathbf{A}(t)=\left(\begin{array}{ll}
0, & 0 \\
0, & 1
\end{array}\right)
$$

for $0 \leq t<\frac{1}{2}, \quad \frac{1}{2} \leq t \leq 1$ respectively; for this $2 \times 2$-matrix $\mathbf{A}:[0,1] \rightarrow L\left(R_{2}\right)$ we have evidently $\Delta^{+} \boldsymbol{A}(t)=\mathbf{0}$ for all $t \in[0,1), \Delta^{-} \mathbf{A}(t)=\mathbf{0}$ for all $t \in(0,1], t \neq \frac{1}{2}$ and

$$
\Delta^{-} \boldsymbol{A}\left(\frac{1}{2}\right)=\left(\begin{array}{ll}
0, & 0 \\
0, & 1
\end{array}\right)
$$

Hence

$$
\mathbf{I}-\Delta^{-} \boldsymbol{A}\left(\frac{1}{2}\right)=\left(\begin{array}{ll}
1, & 0 \\
0, & 0
\end{array}\right)
$$

is not regular. We consider the initial value problem

$$
\begin{equation*}
\mathrm{d} \boldsymbol{x}=\mathrm{d}[\boldsymbol{A}] \boldsymbol{x}, \quad \mathbf{x}(0)=\mathbf{x}_{0} \tag{1,15}
\end{equation*}
$$

where $\mathbf{x}_{0}=\left(c_{1}, c_{2}\right)^{*} \in R_{2}$. For a solution $\mathbf{x}(t)$ of this problem we have

$$
\mathbf{x}(t)=\mathbf{x}_{0}+\int_{0}^{t} \mathrm{~d}[\mathbf{A}(s)] \mathbf{x}(s)=\mathbf{x}_{0}=\left(c_{1}, c_{2}\right)^{*} \quad \text { if } \quad t \in\left[0, \frac{1}{2}\right) .
$$

Further, by 1.6 we obtain $\boldsymbol{x}\left(\frac{1}{2}-\right)=\left[I-\Delta^{-} \boldsymbol{A}\left(\frac{1}{2}\right)\right] \boldsymbol{x}\left(\frac{1}{2}\right)$, i.e. $\left(c_{1}, c_{2}\right)^{*}=\left[I-\Delta^{-} \boldsymbol{A}\left(\frac{1}{2}\right)\right] \times\left(\frac{1}{2}\right)$ $=\left(x_{1}\left(\frac{1}{2}\right), 0\right)^{*}$. This equality is contradictory for $c_{2} \neq 0$. Hence the above problem $(1,15)$ cannot have a solution on $\left[0, \frac{1}{2}\right]$ when $x_{0}=\left(c_{1}, c_{2}\right)^{*} \in R_{2}$ with $c_{2} \neq 0$.
Let us now assume that $\mathbf{x}_{0}=\left(c_{1}, 0\right)^{*} \in R_{2}$. Then we have for $t \geq \frac{1}{2}$

$$
\mathbf{x}(t)=\mathbf{x}_{0}+\int_{0}^{t} \mathrm{~d}[\mathbf{A}(s)] \mathbf{x}(s)=\mathbf{x}\left(\frac{1}{2}\right)+\int_{1 / 2}^{t} \mathrm{~d}[\boldsymbol{A}(s)] \mathbf{x}(s)=\mathbf{x}\left(\frac{1}{2}\right) .
$$

By 1.6 necessarily

$$
\left[I-\Delta^{-} \boldsymbol{A}\left(\frac{1}{2}\right)\right] \mathbf{x}\left(\frac{1}{2}\right)=\binom{1,0}{0,0} \mathbf{x}\left(\frac{1}{2}\right)=\boldsymbol{x}\left(\frac{1}{2}-\right)=\binom{c_{1}}{0}
$$

Hence $\boldsymbol{x}\left(\frac{1}{2}\right)=\left(c_{1}, d\right)^{*}$, where $d \in R$ is arbitrary, satisfies this relation. It is easy to show that any vector valued function $\mathbf{x}:[0,1] \rightarrow R_{2}$ defined by $\mathbf{x}(t)=\left(c_{1}, 0\right)^{*}$ for $0 \leq t<\frac{1}{2}, \boldsymbol{x}(t)=\left(c_{1}, d\right)^{*}$ for $\frac{1}{2} \leq t \leq 1$, satisfies our equation.

Summarizing these facts we have the following. If $\boldsymbol{x}(0)=\left(c_{1}, c_{2}\right)^{*}$ and $c_{2} \neq 0$, then a solution of $(1,15)$ does not exist on the whole interval $[0,1]$. If $\boldsymbol{x}(0)=\left(c_{1}, 0\right)^{*}$, then the equation $(1,15)$ has solutions on the whole interval $[0,1]$ but the uniqueness is violated.

If we consider the initial value problem $\mathrm{d} \boldsymbol{x}=\mathrm{d}[\boldsymbol{A}] \boldsymbol{x}, \boldsymbol{x}\left(\frac{1}{2}\right)=\left(c_{1}, c_{2}\right)^{*}$ for the given matrix $\mathbf{A}(t)$, then it is easy to show that this problem possesses the unique solution $\mathbf{x}(t)=\left(c_{1}, 0\right)^{*}$ if $t \in\left[0, \frac{1}{2}\right), \mathbf{x}(t)=\left(c_{1}, c_{2}\right)^{*}$ if $t \in\left[\frac{1}{2}, 1\right]$. Hence the singularity of the matrix $I-\Delta^{-} \boldsymbol{A}(t)$ for $t=\frac{1}{2}$ is irrelevant for the existence and uniqueness of solutions to the initial value problem mentioned above.

## 2. Variation of constants formula. The fundamental matrix

In this section we continue the consideration of the initial value problem

$$
\begin{equation*}
\mathrm{d} \boldsymbol{x}=\mathrm{d}[\boldsymbol{A}] \boldsymbol{x}+\mathrm{d} \mathbf{g}, \quad \mathbf{x}\left(t_{0}\right)=\mathbf{x}_{0} \tag{2,1}
\end{equation*}
$$

with $\boldsymbol{A}:[0,1] \rightarrow L\left(R_{n}\right), \operatorname{var}_{0}^{1} \boldsymbol{A}<\infty, \mathbf{g} \in B V_{n}[0,1]=B V_{n}, t_{0} \in[0,1], \mathbf{x}_{0} \in R_{n}$.
2.1. Proposition. Assume that $\boldsymbol{A}:[0,1] \rightarrow L\left(R_{n}\right), \operatorname{var}_{0}^{1} \boldsymbol{A}<\infty, t_{0} \in[0,1]$ is fixed, the matrix $\mathbf{I}-\Delta^{-} \boldsymbol{A}(t)$ is regular for all $t \in\left(t_{0}, 1\right]$ and the matrix $\mathbf{I}+\Delta^{+} \boldsymbol{A}(t)$ is regular for all $t \in\left[0, t_{0}\right)$.

Then the matrix equation

$$
\begin{equation*}
\boldsymbol{X}(t)=\tilde{\boldsymbol{X}}+\int_{t_{1}}^{t} \mathrm{~d}[\mathbf{A}(r)] \boldsymbol{X}(r) \tag{2,2}
\end{equation*}
$$

has for every $\tilde{\mathbf{X}} \in L\left(R_{n}\right)$ a unique solution $\mathbf{X}(t) \in L\left(R_{n}\right)$ on $\left[t_{1}, 1\right]$ provided $t_{0} \leq t_{1}$ and on $\left[0, t_{1}\right]$ provided $t_{1} \leq t_{0}$.

Proof. Let us denote by $\mathbf{B}_{k}$ the $k$-th column of a matrix $\mathbf{B} \in L\left(R_{n}\right)$. For the $k$-th column of the matrix equation $(2,2)$ we have

$$
\begin{equation*}
\mathbf{X}_{k}(t)=\tilde{\mathbf{X}}_{k}+\int_{t_{1}}^{t} \mathrm{~d}[\mathbf{A}(r)] \boldsymbol{X}_{k}(r), \quad k=1, \ldots, n \tag{2,3}
\end{equation*}
$$

If $t_{0} \leq t_{1}$, then for every $t \in\left(t_{1}, 1\right]$ the matrix $\mathbf{I}-\Delta^{-} \mathbf{A}(t)$ is regular. Hence by 1.4 the equation $(2,3)$ for $X_{k}(t)$ has a unique solution on $\left[t_{1}, 1\right]$ for every $k=1, \ldots, n$ and this implies the existence and unicity of an $n \times n$-matrix $\boldsymbol{X}(t):\left[t_{1}, 1\right] \rightarrow L\left(R_{n}\right)$ satisfying $(2,2)$. The case when $t_{1} \leq t_{0}$ can be treated similarly.
2.2. Theorem. If the assumptions of 2.1 are satisfied, then there exists a unique $n \times n$-matrix valued function $\mathbf{U}(t, s)$ defined for $t_{0} \leq s \leq t \leq 1$ and $0 \leq t \leq s \leq t_{0}$ such that

$$
\begin{equation*}
\mathbf{U}(t, s)=\mathbf{I}+\int_{s}^{t} \mathrm{~d}[\mathbf{A}(r)] \mathbf{U}(r, s) . \tag{2,4}
\end{equation*}
$$

Proof. If e.g. $t_{0} \leq s \leq 1$ and $s$ is fixed, then the matrix equation

$$
\begin{equation*}
\boldsymbol{X}(t)=\mathbf{I}+\int_{s}^{t} \mathrm{~d}[\mathbf{A}(r)] \mathbf{X}(r) \tag{2,5}
\end{equation*}
$$

has by 2.1 a uniquely determined solution $\mathrm{X}:[\mathrm{s}, 1] \rightarrow L\left(R_{n}\right)$. If we denote this solution by $\mathbf{U}(t, s)$, then $\boldsymbol{U}(t, s)$ is uniquely determined for $t_{0} \leq s \leq t \leq 1$ and satisfies $(2,4)$.

Similarly if $0 \leq s \leq t_{0}$, $s$ being fixed, the matrix equation $(2,5)$ has by 2.1 a unique solution X: $[0, s] \rightarrow L\left(\boldsymbol{R}_{n}\right)$ which will be denoted by $\boldsymbol{U}(t, s)$, and $\boldsymbol{U}(t, s)$ evidently satisfies $(2,4)$ for $0 \leq t \leq s \leq t_{0}$.
2.3. Lemma. Suppose that the assumptions of 2.1 are fulfilled. Then there exists a constant $M>0$ such that $|\mathbf{U}(t, s)| \leq M$ for all $t, s$ such that $0 \leq t \leq s \leq t_{0}$ or $t_{0} \leq s \leq t \leq 1$. Moreover we have

$$
\begin{equation*}
\left|\boldsymbol{U}\left(t_{2}, s\right)-\boldsymbol{U}\left(t_{1}, s\right)\right| \leq M \operatorname{var}_{t_{1}}^{t_{2}} \boldsymbol{A} \tag{2,6}
\end{equation*}
$$

for all $0 \leq t_{1} \leq t_{2} \leq s$ if $s \leq t_{0}$ and all $s \leq t_{1} \leq t_{2} \leq 1$ if $t_{0} \leq s$. Consequently $\operatorname{var}_{0}^{s} \boldsymbol{U}(., s) \leq M \operatorname{var}_{0}^{s} \boldsymbol{A}, \quad \operatorname{var}_{s}^{1} \boldsymbol{U}(., s) \leq M \operatorname{var}_{s}^{1} \boldsymbol{A} \quad$ if $\quad 0 \leq s \leq t_{0}, \quad t_{0} \leq s \leq 1$ respectively.
Proof. Since $\boldsymbol{U}(t, s)$ satisfies $(2,4)$ in its domain of definition, the $k$-th column $(k=1, \ldots, n)$ of $\boldsymbol{U}(t, s)$ denoted by $\boldsymbol{U}_{k}(t, s)$ satisfies the equation

$$
\mathbf{U}_{k}(t, s)=\mathbf{e}^{(k)}+\int_{s}^{t} \mathrm{~d}[\boldsymbol{A}(r)] \mathbf{U}_{k}(r, s)
$$

for every $t \in[0, s]$ when $s \leq t_{0}\left(\mathbf{e}^{(k)}\right.$ means the $k$-th column of the identity matrix $\mathbf{I} \in L\left(R_{n}\right)$, i.e. $\boldsymbol{U}_{k}(t, s)$ is a solution of the problem $\left.\mathrm{d} \mathbf{x}=\mathrm{d}[\mathbf{A}] \mathbf{x}+\mathrm{d} \mathbf{g}, \boldsymbol{x}(s)=\mathbf{e}^{(k)}\right)$. Hence by 1.7 we have

$$
\left|\boldsymbol{U}_{k}(t, s)\right| \leq C\left|\mathbf{e}^{(k)}\right| \exp \left(C \operatorname{var}_{t}^{s} \boldsymbol{A}\right) \leq C \exp \left(C \operatorname{var}_{0}^{1} \boldsymbol{A}\right), \quad k=1, \ldots, n
$$

for every $0 \leq t \leq s \leq t_{0}$ where $C \geq 1$ is a constant and evidently also

$$
|\boldsymbol{U}(t, s)| \leq \sum_{k=1}^{n}\left|\boldsymbol{U}_{k}(t, s)\right| \leq n C \exp \left(C \operatorname{var}_{0}^{1} \boldsymbol{A}\right)=M .
$$

If $t_{0} \leq s$, then 1.7 yields the same result for $s \leq t \leq 1$ and the boundedness of $\mathbf{U}(t, s)$ is proved.
Assume that $0 \leq t_{1} \leq t_{2} \leq s \leq t_{0}$. Then we have by I.4.16

$$
\begin{gathered}
\left|\mathbf{U}\left(t_{2}, s\right)-\boldsymbol{U}\left(t_{1}, s\right)\right|=\left|\int_{s}^{t_{2}} \mathrm{~d}[\mathbf{A}(r)] \mathbf{U}(r, s)-\int_{s}^{t_{1}} \mathrm{~d}[\mathbf{A}(r)] \mathbf{U}(r, s)\right| \\
=\left|\int_{t_{1}}^{t_{2}} \mathrm{~d}[\mathbf{A}(r)] \mathbf{U}(r, s)\right| \leq M \operatorname{var}_{t_{1}}^{t_{2}} \mathbf{A}
\end{gathered}
$$

A similar inequality holds if $t_{0} \leq s \leq t_{1} \leq t_{2} \leq 1$ and $(2,6)$ is proved.
2.4. Theorem. Suppose that the assumptions of 2.1 are fullfilled and $t_{1} \in[0,1]$. Then the unique solution of the homogeneous initial value problem

$$
\begin{equation*}
\mathrm{d} \mathbf{x}=\mathrm{d}[\mathbf{A}] \mathbf{x}, \quad \mathbf{x}\left(t_{1}\right)=\tilde{\mathbf{x}} \tag{2,7}
\end{equation*}
$$

defined on $\left[t_{1}, 1\right]$ if $t_{0} \leq t_{1}$ and on $\left[0, t_{1}\right]$ if $t_{1} \leq t_{0}$ is given by the relation

$$
\begin{equation*}
\mathbf{x}(t)=\mathbf{U}\left(t, t_{1}\right) \tilde{\mathbf{x}} \tag{2,8}
\end{equation*}
$$

on the intervals of definition, where $\boldsymbol{U}$ is the $n \times n$-matrix from 2.2 satisfying $(2,4)$.

Proof. Under the given assumptions the existence and uniqueness of a solution of $(2,7)$ is quaranteed by 1.4. Let us assume that $t_{0} \leq t_{1}$. Since by $2.2 \boldsymbol{U}\left(t, t_{1}\right)$ is uniquely defined for $t_{1} \leq t \leq 1$, by $(2,8)$ a function $\mathbf{x}:\left[t_{1}, 1\right] \rightarrow R_{n}$ is given. By 2.3 we have $\operatorname{var}_{t_{1}}^{1} \boldsymbol{U}\left(., t_{1}\right)<\infty$ and consequently $\operatorname{var}_{t_{1}}^{1} \boldsymbol{x}=\operatorname{var}_{t_{1}}^{1} \boldsymbol{U}\left(\ldots t_{1}\right) \tilde{\boldsymbol{x}}<x$. For $\mathbf{x}:\left[t_{1}, 1\right] \rightarrow R_{n}$ given by (2,8) the integral $\int_{t_{1}}^{t} \mathrm{~d}[\boldsymbol{A}(s)] \mathbf{x}(s)$ evidently exists (see I.4.19) for every $t \in\left[t_{1}, 1\right]$ and by $(2,4)$ we have

$$
\int_{t_{1}}^{t} \mathrm{~d}[\boldsymbol{A}(s)] \mathbf{x}(s)=\int_{t_{1}}^{t} \mathrm{~d}[\boldsymbol{A}(s)] \boldsymbol{U}\left(s, t_{1}\right) \tilde{\mathbf{x}}=\left(\boldsymbol{U}\left(t, t_{1}\right)-\boldsymbol{I}\right) \tilde{\mathbf{x}}=\boldsymbol{x}(t)-\tilde{\mathbf{x}},
$$

i.e. $\mathbf{x}(t)=\mathbf{U}\left(t, t_{1}\right) \tilde{\mathbf{x}}$ is a solution of $(2,7)$ on $\left[t_{1}, 1\right]$. The proof of this result for the case $t_{1} \leq t_{0}$ is similar.
2.5. Corollary. If the assumptions of 2.1 are satisfied and $\boldsymbol{U}(t, s)$ is the $n \times n$-matrix determined by $(2,4)$ for $t_{0} \leq s \leq t \leq 1$ and $0 \leq t \leq s \leq t_{0}$, then

$$
\begin{equation*}
\mathbf{U}(t, s)=\mathbf{U}(t, r) \mathbf{U}(r, s) \tag{2,9}
\end{equation*}
$$

if $t_{0} \leq s \leq r \leq t \leq 1$ or $0 \leq t \leq r \leq s \leq t_{0}$ and

$$
\begin{equation*}
\mathbf{U}(t, t)=\mathbf{I} \tag{2,10}
\end{equation*}
$$

for every $t \in[0,1]$.
Proof. Let e.g. $0 \leq t \leq r \leq s \leq t_{0}$, then by (2,4) we obtain

$$
\begin{gathered}
\boldsymbol{U}(t, s)=\boldsymbol{I}+\int_{s}^{t} \mathrm{~d}[\mathbf{A}(\varrho)] \\
=\mathbf{U}(\varrho, s)=\boldsymbol{I}+\int_{s}^{r} \mathrm{~d}[\mathbf{A}(\varrho)] \boldsymbol{U}(\varrho, s)+\int_{r}^{t} \mathrm{~d}[\mathbf{A}(\varrho)] \boldsymbol{U}(\varrho, s) \\
=\boldsymbol{U}(r, s)+\int_{r}^{t} \mathrm{~d}[\boldsymbol{A}(\varrho)] \boldsymbol{U}(\varrho, s)
\end{gathered}
$$

for every $0 \leq t \leq r$. Hence $\boldsymbol{U}(t, s)$ satisfies the matrix equation

$$
\mathbf{X}(t)=\boldsymbol{U}(r, s)+\int_{r}^{t} \mathrm{~d}[\mathbf{A}(\varrho)] \mathbf{X}(\varrho)
$$

for $0 \leq t \leq r$ and by 2.4 this solution can be expressed in the form $\mathbf{U}(t, r) \boldsymbol{U}(r, s)$, i.e. $(2,9)$ is satisfied. If $t_{0} \leq s \leq r \leq t \leq 1$, then $(2,9)$ can be proved analogously. The relation $(2,10)$ obviously follows from $(2,4)$.
2.6. Lemma. If the assumptions of 2.1 are satisfied, then for $\boldsymbol{U}(t, s)$ given by 2.2 we have

$$
\begin{equation*}
\left|\boldsymbol{U}\left(t, s_{2}\right)-\boldsymbol{U}\left(t, s_{1}\right)\right| \leq M^{2} \operatorname{var}_{s_{1}}^{s_{2}} \boldsymbol{A} \tag{2,11}
\end{equation*}
$$

for any $s_{1}, s_{2}$ such that $t_{0} \leq s_{1} \leq s_{2} \leq t \leq 1$ or $0 \leq t \leq s_{1} \leq s_{2} \leq t_{0}$ where $M$ is the bound of $\mathbf{U}(t, s)$ (see 2.3). Hence $\operatorname{var}_{t_{0}}^{t} \mathbf{U}(t,.) \leq M^{2} \operatorname{var}_{t_{0}}^{t} \boldsymbol{A}$ if $t_{0} \leq t$ and $\operatorname{var}_{t_{0}}^{t_{0}} \boldsymbol{U}(t$,.) $\leq M^{2} \operatorname{var}_{t}^{t_{0}} \mathbf{A}$ if $t \leq t_{0}$.

Proof. Let us consider the case when $t_{0} \leq s_{1} \leq s_{2} \leq t$. By $(2,4)$ we have

$$
\begin{aligned}
& \boldsymbol{U}\left(t, s_{2}\right)-\boldsymbol{U}\left(t, s_{1}\right)=\int_{s_{2}}^{t} \mathrm{~d}[\mathbf{A}(r)] \boldsymbol{U}\left(r, s_{2}\right)-\int_{s_{1}}^{t} \mathrm{~d}[\mathbf{A}(r)] \boldsymbol{U}\left(r, s_{1}\right) \\
= & \int_{s_{2}}^{t} \mathrm{~d}[\mathbf{A}(r)] \boldsymbol{U}\left(r, s_{2}\right)-\int_{s_{2}}^{t} \mathrm{~d}[\boldsymbol{A}(r)] \boldsymbol{U}\left(r, s_{1}\right)-\int_{s_{1}}^{s_{2}} \mathrm{~d}[\mathbf{A}(r)] \boldsymbol{U}\left(r, s_{1}\right),
\end{aligned}
$$

i.e. the difference $\boldsymbol{U}\left(t, s_{2}\right)-\boldsymbol{U}\left(t, s_{1}\right)$ satisfies the matrix equation

$$
\boldsymbol{X}(t)=-\int_{s_{1}}^{s_{2}} \mathrm{~d}[\boldsymbol{A}(r)] \boldsymbol{U}\left(r, s_{1}\right)+\int_{s_{2}}^{t} \mathrm{~d}[\boldsymbol{A}(r)] \boldsymbol{X}(r)
$$

for $s_{2} \leq t \leq 1$. Hence by 2.4 we obtain

$$
\boldsymbol{U}\left(t, s_{2}\right)-\boldsymbol{U}\left(t, s_{1}\right)=\mathbf{U}\left(t, s_{2}\right)\left(-\int_{s_{1}}^{s_{2}} \mathrm{~d}[\mathbf{A}(r)] \mathbf{U}\left(r, s_{1}\right)\right)
$$

and by 2.3 and I.4.16 it is

$$
\left|\mathbf{U}\left(t, s_{2}\right)-\boldsymbol{U}\left(t, s_{1}\right)\right| \leq M\left|\int_{s_{1}}^{s_{2}} \mathrm{~d}[\mathbf{A}(r)] \mathbf{U}\left(r, s_{1}\right)\right| \leq M^{2} \operatorname{var}_{s_{1}}^{s_{2}} \boldsymbol{A} .
$$

The proof for the case $0 \leq t \leq s_{1} \leq s_{2} \leq t_{0}$ can be given similarly and (2,11) is valid.
2.7. Lemma. Suppose that the assumptions of 2.1 are satisfied. Let us define

$$
\begin{array}{lll}
\tilde{\mathbf{U}}(t, s)=\mathbf{U}(t, s) & \text { for } & t_{0} \leq s \leq t \leq 1  \tag{2,12}\\
\tilde{\mathbf{U}}(t, s)=\boldsymbol{U}(t, t)=\boldsymbol{I} & \text { for } & t_{0} \leq t \leq s \leq 1
\end{array}
$$

and

$$
\begin{array}{lll}
\tilde{\mathbf{U}}(t, s)=\boldsymbol{U}(t, s) & \text { for } & 0 \leq t \leq s \leq t_{0},  \tag{2,13}\\
\tilde{\mathbf{U}}(t, s)=\boldsymbol{U}(t, t)=\boldsymbol{l} & \text { for } & 0 \leq s \leq t \leq t_{0},
\end{array}
$$

where $U(t, s) \in L\left(R_{n}\right)$ is given by 2.2.
Then for the twodimensional variations of $\tilde{\mathbf{U}}$ on the squares $\left[t_{0}, 1\right] \times\left[t_{0}, 1\right]$ and $\left[0, t_{0}\right] \times\left[0, t_{0}\right]$ on which $\tilde{\boldsymbol{U}}$ is defined we have $\mathrm{v}_{\left[t_{0}, 1\right] \times\left[t_{0}, 1\right]}(\widetilde{\mathbf{U}})<\infty$ and $\mathrm{v}_{\left[0, t_{0}\right] \times\left[0, t_{0}\right]}(\widetilde{\mathbf{U}})$ $<\infty$.

Proof. Assume that $t_{0}=\alpha_{0}<\alpha_{1}<\ldots<\alpha_{k}=1$ is an arbitrary subdivision of the interval $\left[t_{0}, 1\right]$ and $J_{i j}=\left[\alpha_{i-1}, \alpha_{i}\right] \times\left[\alpha_{j-1}, \alpha_{j}\right], i, j=1, \ldots, k$ the corresponding net-type subdivision of $\left[t_{0}, 1\right] \times\left[t_{0}, 1\right]$. We consider the sum (see I.6.2, I.6.3)

$$
\sum_{i, j=1}^{k}\left|m_{\bar{U}}\left(J_{i j}\right)\right|=\sum_{i=1}^{k}\left(\sum_{j=1}^{i-1}\left|m_{\tilde{u}}\left(J_{i j}\right)\right|+\left|m_{\tilde{u}}\left(J_{i i}\right)\right|+\sum_{j=i+1}^{k}\left|m_{\tilde{u}}\left(J_{i j}\right)\right|\right) .
$$

where we use the convention that $\sum_{j=1}^{0}\left|m_{\tilde{U}}\left(J_{i j}\right)\right|=0$ and $\sum_{j=k+1}^{k}\left|m_{\tilde{U}}\left(J_{i j}\right)\right|=0$. By $(2,12)$ we have $m_{\tilde{U}}\left(J_{i j}\right)=m_{U}\left(J_{i j}\right)$ if $j \leq i-1$,

$$
\begin{aligned}
m_{\tilde{U}}\left(J_{i i}\right) & =\tilde{\mathbf{U}}\left(\alpha_{i}, \alpha_{i}\right)-\tilde{\mathbf{U}}\left(\alpha_{i}, \alpha_{i-1}\right)-\mathbf{U}\left(\alpha_{i-1}, \alpha_{i}\right)+\boldsymbol{\mathbf { U }}\left(\alpha_{i-1}, \alpha_{i-1}\right) \\
& =\mathbf{U}\left(\alpha_{i}, \alpha_{i}\right)-\mathbf{U}\left(\alpha_{i}, \alpha_{i-1}\right)=\mathbf{U}\left(\alpha_{i}, \alpha_{i}\right)-\boldsymbol{U}\left(\alpha_{i}, \alpha_{i-1}\right)
\end{aligned}
$$

and $m_{\tilde{u}}\left(J_{i j}\right)=0$ if $i+1 \leq j$. Hence

$$
\begin{equation*}
\sum_{i, j=1}^{k}\left|m_{\tilde{U}}\left(J_{i j}\right)\right|=\sum_{i=1}^{k} \sum_{j=1}^{i-1}\left|m_{U}\left(J_{i j}\right)\right|+\sum_{i=1}^{k}\left|\boldsymbol{U}\left(\alpha_{i}, \alpha_{i}\right)-\mathbf{U}\left(\alpha_{i}, \alpha_{i-1}\right)\right| . \tag{2,14}
\end{equation*}
$$

If $j \leq i-1$, then $\alpha_{j-1}<\alpha_{j} \leq \alpha_{i-1}<\alpha_{i}$ and by 2.5

$$
\begin{gathered}
m_{U}\left(J_{i j}\right)=\mathbf{U}\left(\alpha_{i}, \alpha_{j}\right)-\boldsymbol{U}\left(\alpha_{i}, \alpha_{j-1}\right)-\mathbf{U}\left(\alpha_{i-1}, \alpha_{j}\right)+\boldsymbol{U}\left(\alpha_{i-1}, \alpha_{j-1}\right) \\
=\mathbf{U}\left(\alpha_{i}, \alpha_{i-1}\right) \mathbf{U}\left(\alpha_{i-1}, \alpha_{j}\right)-\mathbf{U}\left(\alpha_{i-1}, \alpha_{j}\right)-\boldsymbol{U}\left(\alpha_{i}, \alpha_{i-1}\right) \mathbf{U}\left(\alpha_{i-1}, \alpha_{j-1}\right)+\boldsymbol{U}\left(\alpha_{i-1}, \alpha_{j-1}\right) \\
=\left[\mathbf{U}\left(\alpha_{i}, \alpha_{i-1}\right)-I\right] \mathbf{U}\left(\alpha_{i-1}, \alpha_{j}\right)-\left[\mathbf{U}\left(\alpha_{i}, \alpha_{i-1}\right)-I\right] \mathbf{U}\left(\alpha_{i-1}, \alpha_{j-1}\right) \\
=\left[\mathbf{U}\left(\alpha_{i}, \alpha_{i-1}\right)-I\right]\left[\mathbf{U}\left(\alpha_{i-1}, \alpha_{j}\right)-\boldsymbol{U}\left(\alpha_{i-1}, \alpha_{j-1}\right)\right] \\
=\left[\mathbf{U}\left(\alpha_{i}, \alpha_{i-1}\right)-\mathbf{U}\left(\alpha_{i-1}, \alpha_{i-1}\right)\right]\left[\mathbf{U}\left(\alpha_{i-1}, \alpha_{j}\right)-\mathbf{U}\left(\alpha_{i-1}, \alpha_{j-1}\right)\right] .
\end{gathered}
$$

Hence by 2.3 and 2.6 we obtain

$$
\begin{aligned}
\left|m_{U}\left(J_{i j}\right)\right| & =\left|U\left(\alpha_{i}, \alpha_{i-1}\right)-U\left(\alpha_{i-1}, \alpha_{i-1}\right)\right|\left|\mathbf{U}\left(\alpha_{i-1}, \alpha_{j}\right)-\boldsymbol{U}\left(\alpha_{i-1}, \alpha_{j-1}\right)\right| \\
& \leq M\left(\operatorname{var}_{\alpha_{i-1}}^{\alpha_{i}} A\right) M^{2} \operatorname{var}_{\alpha_{j-1}}^{\alpha_{j}} A=M^{3} \operatorname{var}_{\alpha_{\alpha_{i-1}}}^{\alpha_{i}} A \operatorname{var}_{\alpha_{j-1}}^{\alpha_{j}} A
\end{aligned}
$$

and

$$
\sum_{i=1}^{k} \sum_{j=1}^{i-1}\left|m_{U}\left(\dot{J}_{i j}\right)\right| \leq M^{3} \sum_{i=1}^{k} \operatorname{var}_{\alpha_{i-1}}^{\alpha_{i}} A \sum_{j=1}^{i-1} \operatorname{var}_{\alpha_{j-1}}^{\alpha_{j}} \boldsymbol{A} \leq M^{3}\left(\operatorname{var}_{t_{0}}^{1} A\right)^{2} .
$$

Further, by $(2,11)$ from 2.6 we have

$$
\sum_{i=1}^{k}\left|\boldsymbol{U}\left(\alpha_{i}, \alpha_{i}\right)-\boldsymbol{U}\left(\alpha_{i}, \alpha_{i-1}\right)\right| \leq \sum_{i=1}^{k} M^{2} \operatorname{var}_{\alpha_{i-1}}^{\alpha_{i}} \boldsymbol{A}=M^{2} \operatorname{var}_{t_{0}}^{1} \boldsymbol{A} .
$$

Hence by $(2,14)$ we have

$$
\sum_{i, j=1}^{k}\left|m_{\ddot{U}}\left(J_{i j}\right)\right| \leq M^{3}\left(\operatorname{var}_{t_{0}}^{1} A\right)^{2}+M^{2} \operatorname{var}_{t_{0}}^{1} A
$$

and since the net-type subdivision was chosen arbitrarily, we have by the definition also

$$
\mathbf{v}_{\left[t_{0}, 1\right] \times[t 0,1]}(\widetilde{U}) \leq M^{3}\left(\operatorname{var}_{t_{0}}^{0} A\right)^{2}+M^{2} \operatorname{var}_{t_{0}}^{1} A<\infty
$$

The finiteness of $\mathrm{v}_{\left[0, t_{0}\right] \times\left[0, t_{0}\right]}(\tilde{U})$ can be proved similarly.
2.8. Theorem (variation-of-constants formula). Let $\mathbf{A}:[0,1] \rightarrow L\left(R_{n}\right)$ satisfy the assumptions given in 2.1 where $t_{0} \in[0,1]$ is fixed. Then for every $\mathbf{x}_{0} \in R_{n}, \mathbf{g} \in B V_{n}$ the unique solution of the initial value problem $(2,1)$ can be expressed in the form

$$
\begin{equation*}
\mathbf{x}(t)=\boldsymbol{U}\left(t, t_{0}\right) \mathbf{x}_{0}+\mathbf{g}(t)-\mathbf{g}\left(t_{0}\right)-\int_{t_{0}}^{t} \mathrm{~d}_{s}[\mathbf{U}(t, s)]\left(\mathbf{g}(s)-\mathbf{g}\left(t_{0}\right)\right) \tag{2,15}
\end{equation*}
$$

where $\mathbf{U}$ is the uniquely determined matrix satisfying $(2,4)$ from 2.2.
Proof. We verify by computation that $\mathbf{x}:[0,1] \rightarrow R_{n}$ from $(2,15)$ is really a solution of $(2,1)$. Let us assume that $t<t_{0}$. Then

$$
\begin{align*}
&(2,16) \quad \int_{t_{0}}^{t} \mathrm{~d}[\boldsymbol{A}(r)] \mathbf{x}(r)= \int_{t_{0}}^{t} \mathrm{~d}[\mathbf{A}(r)] \mathbf{U}\left(r, t_{0}\right) \mathbf{x}_{0}+\int_{t_{0}}^{t} \mathrm{~d}[\mathbf{A}(r)]\left(\boldsymbol{g}(r)-\mathbf{g}\left(t_{0}\right)\right)  \tag{2,16}\\
&-\int_{t_{0}}^{t} \mathrm{~d}[\mathbf{A}(r)] \int_{t_{0}}^{r} \mathrm{~d}_{s}[\mathbf{U}(r, s)]\left(\mathbf{g}(s)-\mathbf{g}\left(t_{0}\right)\right) \\
&=\left(\mathbf{U}\left(t, t_{0}\right)-\boldsymbol{I}\right) \mathbf{x}_{0}+\int_{t_{0}}^{t} \mathrm{~d}[\mathbf{A}(r)]\left(\mathbf{g}(r)-\mathbf{g}\left(t_{0}\right)\right)-\int_{t_{0}}^{t} \mathrm{~d}[\boldsymbol{A}(r)] \int_{t_{0}}^{r} \mathrm{~d}_{s}[\mathbf{U}(r, s)]\left(\mathbf{g}(s)-\mathbf{g}\left(t_{0}\right)\right)
\end{align*}
$$

since $\boldsymbol{U}$ satisfies 2.4. Let us now consider the last term from the right-hand side in $(2,16)$. We have
where $\tilde{\mathbf{U}}$ is defined in 2.7 and satisfies by $2.7,2.3$ and 2.6 the assumptions of 1.6 .20 on the square $\left[t, t_{0}\right] \times\left[t, t_{0}\right]$. Hence we interchange by I.6.20 the order of integration and obtain by the definition of $\boldsymbol{U}$

$$
\begin{gathered}
\int_{t_{0}}^{t} \mathrm{~d}[\mathbf{A}(r)] \int_{t_{0}}^{r} \mathrm{~d}_{s}[\mathbf{U}(r, s)]\left(\mathbf{g}(s)-\mathbf{g}\left(t_{0}\right)\right)=\int_{t}^{t_{0}} \mathrm{~d}_{s}\left[\int_{t}^{t_{0}} \mathrm{~d}[\boldsymbol{A}(r)] \tilde{\mathbf{U}}(r, s)\right]\left(\mathbf{g}(s)-\mathbf{g}\left(t_{0}\right)\right) \\
=\int_{t}^{t_{0}} \mathrm{~d}_{s}\left[\int_{t}^{s} \mathrm{~d}[\mathbf{A}(r)] \tilde{\mathbf{U}}(r, s)+\int_{s}^{t_{0}} \mathrm{~d}[\boldsymbol{A}(r)] \tilde{\mathbf{U}}(r, s)\right]\left(\mathbf{g}(s)-\mathbf{g}\left(t_{0}\right)\right) \\
=\int_{t_{0}}^{t} \mathrm{~d}_{s}\left[\int_{s}^{t} \mathrm{~d}[\mathbf{A}(r)] \mathbf{U}(r, s)+\int_{t_{0}}^{s} \mathrm{~d}[\boldsymbol{A}(r)]\right]\left(\mathbf{g}(s)-\mathbf{g}\left(t_{0}\right)\right) \\
\quad=\int_{t_{0}}^{t} \mathrm{~d}_{s}\left[\mathbf{U}(t, s)-\boldsymbol{I}+\mathbf{A}(s)-\mathbf{A}\left(t_{0}\right)\right]\left(\mathbf{g}(s)-\mathbf{g}\left(t_{0}\right)\right) \\
=\int_{t_{0}}^{t} \mathrm{~d}_{s}[\mathbf{U}(t, s)]\left(\mathbf{g}(s)-\mathbf{g}\left(t_{0}\right)\right)+\int_{t_{0}}^{t} \mathrm{~d}[\mathbf{A}(s)]\left(\mathbf{g}(s)-\mathbf{g}\left(t_{0}\right)\right)
\end{gathered}
$$

Using this expression we obtain by $(2,16)$

$$
\begin{gathered}
\int_{t_{0}}^{t} \mathrm{~d}[\mathbf{A}(r)] \mathbf{x}(r)=\boldsymbol{U}\left(t, t_{0}\right) \mathbf{x}_{0}-\mathbf{x}_{0}+\int_{t_{0}}^{t} \mathrm{~d}[\mathbf{A}(r)]\left(\mathbf{g}(r)-\mathbf{g}\left(t_{0}\right)\right) \\
-\int_{t_{0}}^{t} \mathrm{~d}_{s}[\mathbf{U}(t, s)]\left(\mathbf{g}(s)-\mathbf{g}\left(t_{0}\right)\right)-\int_{t_{0}}^{t} \mathrm{~d}[\mathbf{A}(s)]\left(\mathbf{g}(s)-\mathbf{g}\left(t_{0}\right)\right) \\
=\boldsymbol{U}\left(t, t_{0}\right) \mathbf{x}_{0}+\mathbf{g}(t)-\mathbf{g}\left(t_{0}\right)-\int_{t_{0}}^{t} \mathrm{~d}_{s}[\boldsymbol{U}(t, s)]\left(\mathbf{g}(s)-\mathbf{g}\left(t_{0}\right)\right)-\left(\mathbf{g}(t)-\mathbf{g}\left(t_{0}\right)\right)-\mathbf{x}_{0} \\
=\mathbf{x}(t)-\mathbf{x}_{0}-\left(\mathbf{g}(t)-\mathbf{g}\left(t_{0}\right)\right) .
\end{gathered}
$$

Hence $\boldsymbol{x}(t)$ is a solution of $(2,1)$ for $t \leq t_{0}$. For the case $t_{0} \leq t$ the proof can be given analogously. Using 1.4 the solutions of $(2,1)$ are uniquely determined and this completes the proof.
2.9. Remark. Let us mention that the operator $\mathbf{x} \in B V_{n} \rightarrow \int_{t_{0}}^{t} \mathrm{~d}[\mathbf{A}(s)] \mathbf{x}(s)$ appearing in the definition of the generalized linear differential equation $(2,1)$ can be written in the Fredholm-Stieltjes form $\int_{0}^{1} \mathrm{~d}_{s}[\boldsymbol{K}(t, s)] \boldsymbol{x}(s)$ where $\boldsymbol{K}:[0,1] \times[0,1] \rightarrow L\left(R_{n}\right)$ is defined as follows: if $t_{0} \leq t \leq 1$, then

$$
\begin{array}{lll}
\boldsymbol{K}(t, s)=\boldsymbol{A}\left(t_{0}\right) & \text { for } \quad 0 \leq s \leq t_{0} \\
\boldsymbol{K}(t, s)=\boldsymbol{A}(s) & \text { for } & t_{0} \leq s \leq t \\
\boldsymbol{K}(t, s)=\boldsymbol{A}(t) & \text { for } \quad t \leq s \leq 1
\end{array}
$$

and if $0 \leq t \leq t_{0}$, then

$$
\begin{array}{lll}
\boldsymbol{K}(t, s)=-\boldsymbol{A}(t) & \text { for } \quad 0 \leq s \leq t \\
\boldsymbol{K}(t, s)=-\mathbf{A}(s) & \text { for } & t \leq s \leq t_{0} \\
\boldsymbol{K}(t, s)=-\boldsymbol{A}\left(t_{0}\right) & \text { for } & t_{0} \leq s \leq 1
\end{array}
$$

If this fact is used and II. 2.5 is taken into account, then the solution of the equation $(2,1)$ can be given by the resolvent formula (II.2.16) in the form

$$
\begin{equation*}
\mathbf{x}(t)=\mathbf{x}_{0}+\mathbf{g}(t)-\mathbf{g}\left(t_{0}\right)+\int_{0}^{1} \mathrm{~d}_{s}[\Gamma(t, s)]\left(\mathbf{x}_{0}+\mathbf{g}(t)-\mathbf{g}\left(t_{0}\right)\right), \tag{2,17}
\end{equation*}
$$

for $t \in[0,1]$ since $(2,1)$ has a solution uniquely defined for every $\mathbf{x}_{0} \in R_{n}, \boldsymbol{g} \in B V_{n}$. The resolvent kernel $\Gamma:[0,1] \times[0,1] \rightarrow L\left(R_{n}\right)$ satisfies

$$
\boldsymbol{\Gamma}(t, s)=\boldsymbol{K}(t, s)+\int_{0}^{1} \mathrm{~d}_{r}[\boldsymbol{K}(t, r)] \boldsymbol{\Gamma}(r, t)
$$

If we set $\mathbf{U}(t, s)=\mathbf{I}+\boldsymbol{\Gamma}(t, s)-\boldsymbol{\Gamma}(t, t)$, then the variation-of-constants formula $(2,15)$ can be derived from $(2,17)$.

In the following we consider the initial value problem $(2,1)$ with the assumptions on $\boldsymbol{A}:[0,1] \rightarrow L\left(R_{n}\right)$ strengthened.
2.10. Theorem. Assume that the matrix $\mathbf{A}:[0,1] \rightarrow L\left(R_{n}\right), \operatorname{var}_{0}^{1} \mathbf{A}<\infty$ is such that $\mathbf{I - \Delta ^ { - }} \mathbf{A}(t)$ is regular for all $t \in(0,1]$ and $\mathbf{I}+\Delta^{+} \boldsymbol{A}(t)$ is regular for all $t \in[0,1)$.

Then there exists a unique $n \times n$-matrix valued function $\mathbf{U}:[0,1] \times[0,1] \rightarrow L\left(R_{n}\right)$ such that

$$
\begin{equation*}
\boldsymbol{U}(t, s)=\mathbf{I}+\int_{s}^{t} \mathrm{~d}[\mathbf{A}(r)] \boldsymbol{U}(r, s) \tag{2,18}
\end{equation*}
$$

for all $t, s \in[0,1]$.
The matrix $\mathbf{U}(t, s)$ determined by $(2,18)$ has the following properties.
(i) $\mathbf{U}(t, t)=\mathbf{I}$ for all $t \in[0,1]$.
(ii) There exists a constant $M>0$ such that $|\mathbf{U}(t, s)| \leq M$ for all $t, s \in[0,1]$, $\operatorname{var}_{0}^{1} U(t,) \leq M,. \operatorname{var}_{0}^{1} U(., s) \leq M$ for all $t, s \in[0,1]$.
(iii) For any $r, s, t \in[0,1]$ the relation

$$
\begin{equation*}
\mathbf{U}(t, s)=\mathbf{U}(t, r) \mathbf{U}(r, s) \tag{2,19}
\end{equation*}
$$

holds.
(iv) $\mathbf{U}(t+, s)=\left[\mathbf{I}+\Delta^{+} \boldsymbol{A}(t)\right] \mathbf{U}(t, s) \quad$ for $t \in[0,1), s \in[0,1]$, $\mathbf{U}(t-, s)=\left[1-\Delta^{-} \boldsymbol{A}(t)\right] \mathbf{U}(t, s) \quad$ for $t \in(0,1], s \in[0,1]$, $\mathbf{U}(t, s+)=\mathbf{U}(t, s)\left[1+\Delta^{+} \boldsymbol{A}(s)\right]^{-1}$ for $t \in[0,1], s \in[0,1)$, $\mathbf{U}(t, s-)=\mathbf{U}(t, s)\left[1-\Delta^{-} \mathbf{A}(s)\right]^{-1}$ for $t \in[0,1], s \in(0,1]$.
(v) The matrix $\mathbf{U}(t, s)$ is regular for any $t, s \in[0,1]$.
(vi) The matrices $\mathbf{U}(t, s)$ and $\mathbf{U}(s, t)$ are mutually reciprocal, i.e. $[\mathbf{U}(t, s)]^{-1}=\mathbf{U}(s, t)$ for every $t, s \in[0,1]$.
(vii) The twodimensional variation of $\mathbf{U}$ is finite on $[0,1] \times[0,1]$, i.e. $\mathbf{v}_{[0,1] \times[0,1]}(\mathbf{U})$ $<\infty$.

Proof. By 2.1 for every fixed $s \in[0,1]$ the matrix equation

$$
\mathbf{X}(t)=\mathbf{X}+\int_{s}^{t} \mathrm{~d}[\mathbf{A}(r)] \mathbf{X}(r), \quad \tilde{\mathbf{X}} \in L\left(R_{n}\right)
$$

has a unique solution $\mathbf{X}:[0,1] \rightarrow L\left(R_{n}\right)$, which is defined on the whole interval $[0,1]$. Hence the existence of $\boldsymbol{U}(t, s)$ satisfying $(2,18)$ is quaranteed.
(i) is obvious from ( 2,18 ). (ii) follows immediately from 2.3 and 2.6. For (iii) we have

$$
\begin{gathered}
\mathbf{U}(t, s)=\mathbf{I}+\int_{s}^{t} \mathrm{~d}[\mathbf{A}(\varrho)] \mathbf{U}(\varrho, s)=\mathbf{I}+\int_{s}^{r} \mathrm{~d}[\mathbf{A}(\varrho)] \mathbf{U}(\varrho, s)+\int_{r}^{t} \mathrm{~d}[\mathbf{A}(\varrho)] \mathbf{U}(\varrho, s) \\
=\boldsymbol{U}(r, s)+\int_{r}^{t} \mathrm{~d}[\mathbf{A}(\varrho)] \boldsymbol{U}(\varrho, s),
\end{gathered}
$$

i.e. $\boldsymbol{U}(t, s)$ satisfies the matrix equation

$$
\mathbf{X}(t)=\mathbf{U}(r, s)+\int_{r}^{t} \mathrm{~d}[\boldsymbol{A}(r)] \boldsymbol{X}(r)
$$

Hence by 2.4 we obtain $\mathbf{U}(t, s)=\boldsymbol{U}(t, r) \boldsymbol{U}(r, s)$ for every $r, s, t \in[0,1]$, and $(2,19)$ is satisfied.

The first two relations in (iv) are simple consequences of 1.6. To prove the third relation in (iv) let us mention that for any $t \in[0,1], s \in[0,1)$ and sufficiently small $\delta>0$ we have by definition

$$
\begin{gathered}
\mathbf{U}(t, s+\delta)-\boldsymbol{U}(t, s)=\int_{s+\delta}^{t} \mathrm{~d}[\mathbf{A}(r)] \mathbf{U}(r, s+\delta)-\int_{s}^{t} \mathrm{~d}[\mathbf{A}(r)] \mathbf{U}(r, s) \\
\quad=\int_{s+\delta}^{t} \mathrm{~d}[\mathbf{A}(r)](\mathbf{U}(r, s+\delta)-\boldsymbol{U}(r, s))-\int_{s}^{s+\delta} \mathrm{d}[\boldsymbol{A}(r)] \boldsymbol{U}(r, s),
\end{gathered}
$$

i.e. the difference $\boldsymbol{U}(t, s+\delta)-\boldsymbol{U}(t, s)$ satisfies the matrix equation

$$
\boldsymbol{X}(t)=-\int_{s}^{s+\delta} \mathrm{d}[\mathbf{A}(r)] \mathbf{U}(r, s)+\int_{s+\delta}^{t} \mathrm{~d}[\mathbf{A}(r)] \boldsymbol{X}(r)
$$

and consequently by 2.4 it is

$$
\boldsymbol{U}(t, s+\delta)-\boldsymbol{U}(t, s)=\boldsymbol{U}(t, s+\delta)\left(-\int_{s}^{s+\delta} \mathrm{d}[\mathbf{A}(r)] \boldsymbol{U}(r, s)\right)
$$

For $\delta \rightarrow 0+$ this equality yields

$$
\boldsymbol{U}(t, s+)-\boldsymbol{U}(t, s)=-\boldsymbol{U}(t, s+) \Delta^{+} \boldsymbol{A}(s) \boldsymbol{U}(s, s)=-\boldsymbol{U}(t, s+) \Delta^{+} \boldsymbol{A}(s)
$$

Hence $\boldsymbol{U}(t, s)=\boldsymbol{U}(t, s+)\left[I+\Delta^{+} \boldsymbol{A}(s)\right]$ for any $t \in[0,1], s \in[0,1)$ and the assumption of the regularity of the matrix $I+\Delta^{+} \boldsymbol{A}(s)$ gives the existence of the inverse $\left[I+\Delta^{+} \boldsymbol{A}(s)\right]^{-1}$ and also the third equality from (iv). The fourth equality in (iv) can be proved analogously.

By (iii) we have $\boldsymbol{U}(t, s) \boldsymbol{U}(s, t)=\boldsymbol{I}$ and $\boldsymbol{U}(s, t) \boldsymbol{U}(t, s)=\boldsymbol{I}$ for every $t, s \in[0,1]$. Hence $\boldsymbol{U}(t, s)=\boldsymbol{U}(s, t)^{-1}$ and $\boldsymbol{U}(s, t)=\boldsymbol{U}(t, s)^{-1}$ and (vi) is proved. From (vi) the statement (v) follows immediately. (In this connection we note that a direct proof of (v) can be given without using (iii), see Schwabik [1].)

Finally by (iii) we have $\mathbf{U}(t, s)=\boldsymbol{U}(t, 0) \boldsymbol{U}(0, s)$ for every $(t, s) \in[0,1] \times[0,1]$. By (ii) it is $\operatorname{var}_{0}^{1} \boldsymbol{U}(., 0)<\infty$ and $\operatorname{var}_{0}^{1} \boldsymbol{U}(0,)<.\infty$. Hence by I.6.4 we have $\mathrm{v}_{[0,1] \times[0,1]}(\mathbf{U})<\infty$ and (vii) is also proved.
2.11. Corollary. If A: $[0,1] \rightarrow L\left(R_{n}\right), \operatorname{var}_{0}^{1} \mathbf{A}<\infty$, satisfies the assumptions given in 2.10 , then

$$
\begin{equation*}
\mathbf{U}(t, s)=\boldsymbol{X}(t) \boldsymbol{X}^{-1}(s) \quad \text { for every } \quad s, t \in[0,1] \tag{2,20}
\end{equation*}
$$

where $\boldsymbol{X}:[0,1] \rightarrow L\left(R_{n}\right)$ satisfies the matrix equation

$$
\begin{equation*}
\boldsymbol{X}(t)=\boldsymbol{I}+\int_{0}^{t} \mathrm{~d}[\mathbf{A}(r)] \mathbf{X}(r), \quad t \in[0,1] . \tag{2,21}
\end{equation*}
$$

Proof. Since the matrix equation $(2,21)$ has a unique solution, it is easy to compare it with $(2,18)$ and state that $\boldsymbol{X}(t)=\boldsymbol{U}(t, 0)$. By (iii) from 2.10 we have $\boldsymbol{U}(t, s)$ $=\boldsymbol{U}(t, 0) \boldsymbol{U}(0, s)$ and by (vi) from 2.10 it follows $\boldsymbol{U}(0, s)=[\boldsymbol{U}(s, 0)]^{-1}=\boldsymbol{X}^{-1}(s)$. Hence $(2,20)$ hold.
2.12. Remark. If the matrix $\mathbf{A}:[0,1] \rightarrow L\left(R_{n}\right)$ satisfies the assumptions of 2.10 , then evidently the assumptions of $1.4,2.1-2.8$ are satisfied for every $t_{0} \in[0,1]$. Hence by 1.4 the initial value problem (2,1) has for every $t_{0} \in[0,1], \mathbf{x}_{0} \in R_{n}$, $\boldsymbol{g} \in B V_{n}$ a unique solution $\mathbf{x}:[0,1] \rightarrow R_{n}$ defined on the whole interval $[0,1]$.

The variation-of-constants formula 2.8 leads to the following.
2.13. Theorem (variation-of constants formula). Let us assume that $\mathbf{A}:[0,1] \rightarrow L\left(R_{n}\right)$ satisfies the conditions given in 2.10. Then for any $t_{0} \in[0,1], \mathbf{x}_{0} \in R_{n}, \mathbf{g} \in B V_{n}$ the solution of the nonhomogeneous initial value problem $(2,1)$ is given by the expression

$$
\mathbf{x}(t)=\mathbf{U}\left(t, t_{0}\right) \mathbf{x}_{0}+\mathbf{g}(t)-\mathbf{g}\left(t_{0}\right)-\int_{t_{0}}^{t} \mathrm{~d}_{s}[\mathbf{U}(t, s)]\left(\mathbf{g}(s)-\mathbf{g}\left(t_{0}\right)\right), \quad t \in[0,1]
$$

where $\mathbf{U}(t, s):[0,1] \times[0,1] \rightarrow L\left(R_{n}\right)$ is the matrix whose existence was stated in 2.10 .
The proof follows immediately from 2.8.
2.14. Corollary. If $\mathbf{A}:[0,1] \rightarrow L\left(R_{n}\right)$ satisfies the assumptions from 2.10 , then the above variation-of-constants formula can be written in the form

$$
\begin{equation*}
\mathbf{x}(t)=\mathbf{g}(t)-\mathbf{g}\left(t_{0}\right)+\mathbf{X}(t)\left\{\boldsymbol{X}^{-1}\left(t_{0}\right) \mathbf{x}_{0}-\int_{t_{0}}^{t} \mathrm{~d}_{s}\left[\boldsymbol{X}^{-1}(s)\right]\left(\mathbf{g}(s)-\mathbf{g}\left(t_{0}\right)\right)\right\} \tag{2,22}
\end{equation*}
$$

for $t \in[0,1]$ where $\mathbf{X}:[0,1] \rightarrow L\left(R_{n}\right)$ is the uniquely determined solution of the matrix equation ( 2,21 ).
The proof follows immediately from 2.13 and from the product decomposition $(2,20)$ given in 2.11.
2.15. Proposition. If $\mathbf{A}:[0,1] \rightarrow L\left(R_{n}\right)$ satisfies the assumptions given in 2.10 and $\boldsymbol{X}:[0,1] \rightarrow L\left(R_{n}\right)$ is the unique solution of the matrix equation $(2,21)$, then

$$
\begin{equation*}
\boldsymbol{X}^{-1}(s)=\mathbf{I}+\boldsymbol{A}(0)-\boldsymbol{X}^{-1}(s) \boldsymbol{A}(s)+\int_{0}^{s} \mathrm{~d}\left[\boldsymbol{X}^{-1}(r)\right] \boldsymbol{A}(r) \tag{2,23}
\end{equation*}
$$

for every $s \in[0,1]$.

Proof. For $\boldsymbol{X}:[0,1] \rightarrow L\left(R_{n}\right)$ we have by $(2,21)$

$$
\boldsymbol{X}(s)-\boldsymbol{I}=\int_{0}^{s} \mathrm{~d}[\boldsymbol{A}(r)] \boldsymbol{X}(r)=\int_{0}^{s} \mathrm{~d}[\mathbf{A}(r)](\boldsymbol{X}(r)-\boldsymbol{I})+\boldsymbol{A}(s)-\boldsymbol{A}(0)
$$

for every $s \in[0,1]$. Using the variation-of-constants formula $(2,22)$ in the matrix form we get

$$
\begin{gathered}
\boldsymbol{X}(s)-\boldsymbol{I}=\mathbf{A}(s)-\boldsymbol{A}(0)-\boldsymbol{X}(s) \int_{0}^{s} \mathrm{~d}\left[\boldsymbol{X}^{-1}(r)\right](\mathbf{A}(r)-\mathbf{A}(0)) \\
=\boldsymbol{A}(s)-\mathbf{A}(0)-\boldsymbol{X}(s) \int_{0}^{s} \mathrm{~d}\left[\boldsymbol{X}^{-1}(r)\right] \boldsymbol{A}(r)+\boldsymbol{X}(s)\left[\boldsymbol{X}^{-1}(s)-\mathbf{X}^{-1}(0)\right] \mathbf{A}(0) \\
=\boldsymbol{A}(s)-\boldsymbol{X}(s) \boldsymbol{A}(0)-\boldsymbol{X}(s) \int_{0}^{s} \mathrm{~d}\left[\boldsymbol{X}^{-1}(r)\right] \boldsymbol{A}(r) .
\end{gathered}
$$

Multiplying this relation from the left by $\boldsymbol{X}^{-1}(s)$ we obtain for every $s \in[0,1]$

$$
\mathbf{I}-\mathbf{X}^{-1}(s)=-\mathbf{A}(0)+\mathbf{X}^{-1}(s) \mathbf{A}(s)-\int_{0}^{s} \mathrm{~d}\left[\boldsymbol{X}^{-1}(r)\right] \boldsymbol{A}(r)
$$

and $(2,23)$ is satisfied.
2.16. Definition. The matrix $\boldsymbol{U}(t, s):[0,1] \times[0,1] \rightarrow L\left(R_{n}\right)$ given by 2.10 is called the fundamental matrix (or transition matrix) for the homogeneous generalized linear differential equation $\mathrm{d} \boldsymbol{x}=\mathrm{d}[\mathbf{A}] \mathbf{x}$.
2.17. Remark. If $\mathbf{B}:[0,1] \rightarrow L\left(R_{n}\right)$ is an $n \times n$-matrix, continuous on $[0,1]$ and $\boldsymbol{x}=\mathbf{B}(t) \boldsymbol{x}$ is the corresponding ordinary linear differential system, then in the theory of ordinary differential equations the transition matrix $\boldsymbol{\Phi}\left(t, t_{0}\right)$ is defined as a solution of the matrix differential equation

$$
\boldsymbol{X}^{\prime}=\mathbf{B}(t) \mathbf{X}
$$

satisfying the condition $\boldsymbol{X}\left(t_{0}\right)=\boldsymbol{I} \in L\left(R_{n}\right)$. Hence for $\boldsymbol{\Phi}$ we have

$$
\boldsymbol{\Phi}\left(t, t_{0}\right)=\boldsymbol{I}+\int_{t_{0}}^{t} \mathbf{B}(\tau) \boldsymbol{\Phi}\left(\tau, t_{0}\right) \mathrm{d} \tau
$$

i.e. $\boldsymbol{\Phi}$ satisfies the generalized matrix differential equation

$$
\boldsymbol{\Phi}\left(t, t_{0}\right)=\mathbf{I}+\int_{t_{0}}^{t} \mathrm{~d}[\boldsymbol{A}(\tau)] \boldsymbol{\Phi}\left(\tau, t_{0}\right)
$$

where $\mathbf{A}(t)=\int_{0}^{t} \mathbf{B}(\tau) \mathrm{d} \tau$ (see also 1.3). The variation-of-constant formula for the generalized linear differential equation

$$
\mathrm{d} \mathbf{x}=\mathrm{d}[\boldsymbol{A}] \mathbf{x}+\mathrm{d} \mathbf{g}, \quad \mathbf{x}\left(t_{0}\right)=\mathbf{x}_{0}
$$

III. 2
where $\boldsymbol{g}(t)=\int_{t_{0}}^{t} \boldsymbol{h}(s) \mathrm{d} s$, which corresponds by 1.3 to the ordinary linear system

$$
\mathbf{x}^{\prime}=\boldsymbol{B}(t) \mathbf{x}+\boldsymbol{h}(t), \quad \mathbf{x}\left(t_{0}\right)=\mathbf{x}_{0}
$$

has the form

$$
\begin{gathered}
\mathbf{x}(t)=\boldsymbol{\Phi}\left(t, t_{0}\right) \mathbf{x}_{0}+\mathbf{g}(t)-\mathbf{g}\left(t_{0}\right)-\int_{t_{0}}^{t} \mathrm{~d}_{s}[\boldsymbol{\Phi}(t, s)]\left(\boldsymbol{g}(s)-\mathbf{g}\left(t_{0}\right)\right) \\
=\boldsymbol{\Phi}\left(t, t_{0}\right) \mathbf{x}_{0}+\int_{t_{0}}^{t} \boldsymbol{h}(s) \mathrm{d} s+\int_{t_{0}}^{t} \boldsymbol{\Phi}(t, s) \mathrm{d}\left(\int_{t_{0}}^{s} \boldsymbol{h}(\sigma) \mathrm{d} \sigma\right)-\boldsymbol{\Phi}(t, t) \int_{t_{0}}^{t} \boldsymbol{h}(s) \mathrm{d} s \\
=\boldsymbol{\Phi}\left(t, t_{0}\right) \mathbf{x}_{0}+\int_{t_{0}}^{t} \boldsymbol{\Phi}(t, s) \boldsymbol{h}(s) \mathrm{d} s .
\end{gathered}
$$

This is the usual form of the variation-of-constants formula for ordinary linear differential equations.
2.18. Definition. The $n \times n$-matrix $\boldsymbol{U}(t, s)$ defined for $t, s \in[0,1]$ is called harmonic if $\operatorname{var}_{0}^{1} \boldsymbol{U}(t,)<.\infty$ for every $t \in[0,1], \operatorname{var}_{0}^{1} \boldsymbol{U}(., s)<\infty$ for every $s \in[0,1]$.

$$
\begin{array}{ll}
\boldsymbol{U}(t, s)=\boldsymbol{U}(t, r) \boldsymbol{U}(r, s) & \text { for any three points } r, s, t \in[0,1] \\
\boldsymbol{U}(t, t)=\boldsymbol{I} & \text { for any } t \in[0,1] . \tag{2,24}
\end{array}
$$

For the concept of harmonic matrices see e.g. Hildebrandt [2], Mac Nerney [1], Wall [1].

As was shown in 2.10 for $\boldsymbol{A}:[0,1] \rightarrow L\left(R_{n}\right), \operatorname{var}_{0}^{1} \boldsymbol{A}<\infty$ with the matrices $\boldsymbol{I}-\Delta^{-} \mathbf{A}(t), \boldsymbol{I}+\Delta^{+} \boldsymbol{A}(t)$ regular for $t \in(0,1], t \in[0,1)$ respectively, the corresponding fundamental matrix $\boldsymbol{U}(t, s)$ is harmonic (see (i), (ii) and (iii) in 2.10). In other words, to any $n \times n$-matrix valued function $\boldsymbol{A}:[0,1] \rightarrow L\left(R_{n}\right)$ with the above mentioned properties through the relation

$$
\mathbf{U}(t, s)=\mathbf{I}+\int_{s}^{t} \mathrm{~d}[\boldsymbol{A}(r)] \boldsymbol{U}(r, s), \quad t, s \in[0,1]
$$

a uniquely determined harmonic matrix $\mathbf{U}(t, s)$ corresponds. In the opposite direction the following holds.
2.19. Theorem. If the $n \times n$-matrix $\mathbf{U}(t, s):[0,1] \times[0,1] \rightarrow L\left(R_{n}\right)$ is harmonic, then there exists $\mathbf{A}:[0,1] \rightarrow L\left(R_{n}\right)$ such that $\operatorname{var}_{0}^{1} \mathbf{A}<\infty$, the matrices $\mathbf{I}-\Delta^{-} \mathbf{A}(t)$, $I+\Delta^{+} \mathbf{A}(t)$ are regular for all $t \in(0,1], t \in[0,1)$, respectively and $\boldsymbol{U}$ satisfies the relation

$$
\begin{equation*}
\mathbf{U}(t, s)=\mathbf{I}+\int_{s}^{t} \mathrm{~d}[\mathbf{A}(r)] \mathbf{U}(r, s), \quad t, s \in[0,1] \tag{2,25}
\end{equation*}
$$

i.e. $\mathbf{U}(t, s)$ is the fundamental matrix for the homogeneous generalized linear differential equation with the matrix $\boldsymbol{A}($ see 2.16$)$.

Proof. Let us set

$$
\boldsymbol{A}(t, \tau)=\int_{0}^{t} \mathrm{~d}_{r}[\mathbf{U}(r, \tau)] \boldsymbol{U}(\tau, r)
$$

for $t, \tau \in[0,1]$. This integral exists for every $t, \tau$ by I.4.19. For every $t, \tau \in[0,1]$ we have by $(2,19)$ and $(2,24)$

$$
\mathbf{A}(t, \tau)=\int_{0}^{t} \mathrm{~d}_{r}[\mathbf{U}(r, \tau) \mathbf{U}(\tau, 0)] \mathbf{U}(0, \tau) \mathbf{U}(\tau, r)=\int_{0}^{t} \mathrm{~d}_{r}[\mathbf{U}(r, 0)] \mathbf{U}(0, r)=\mathbf{A}(t, 0)
$$

Hence the matrix $\mathbf{A}(t, \tau)$ is independent of $\tau$ and we denote $\mathbf{A}(t)=\mathbf{A}(t, \tau)=\mathbf{A}(t, 0)$ for $t \in[0,1]$. Evidently $\operatorname{var}_{0}^{1} \boldsymbol{A}<\infty$ by I.4.27. Further we have by the definition of $\boldsymbol{A}$, by the substitution theorem I.4.25 and by $(2,19),(2,24)$

$$
\begin{aligned}
& \int_{s}^{t} \mathrm{~d}[\mathbf{A}(r)] \boldsymbol{U}(r, s)=\int_{s}^{t} \mathrm{~d}_{r}\left[\int_{0}^{r} \mathrm{~d}_{\varrho}[\mathbf{U}(\varrho, 0)] \boldsymbol{U}(0, \varrho)\right] \boldsymbol{U}(r, s) \\
& =\int_{s}^{t} \mathrm{~d}_{r}[\boldsymbol{U}(r, 0)] \boldsymbol{U}(0, r) \mathbf{U}(r, s)=\int_{s}^{t} \mathrm{~d}_{r}[\boldsymbol{U}(r, 0)] \mathbf{U}(0, s) \\
& \quad=(\boldsymbol{U}(t, 0)-\boldsymbol{U}(s, 0)) \boldsymbol{U}(0, s)=\boldsymbol{U}(t, s)-\boldsymbol{I},
\end{aligned}
$$

i.e. $\mathbf{U}(t, s)$ satisfies $(2,25)$ for every $t, s \in[0,1]$. Finally we show that $\mathbf{A}:[0,1] \rightarrow L\left(R_{n}\right)$ satisfies the regularity conditions for $\mathbf{I}-\Delta^{-} \boldsymbol{A}(t), \boldsymbol{I}+\Delta^{+} \boldsymbol{A}(t)$. By definition we have for $t \in(0,1]$

$$
\begin{gathered}
\Delta^{-} \mathbf{A}(t)=\mathbf{A}(t)-\lim _{\delta \rightarrow 0+} \mathbf{A}(t-\delta) \\
=\int_{0}^{t} \mathrm{~d}_{r}[\mathbf{U}(r, 0)] \mathbf{U}(0, r)-\lim _{\delta \rightarrow 0+} \int_{0}^{t-\delta} \mathrm{d}_{r}[\mathbf{U}(r, 0)] \mathbf{U}(0, r) \\
=\lim _{\delta \rightarrow 0+} \int_{t-\delta}^{t} \cdot \mathrm{~d}_{r}[\mathbf{U}(r, 0)] \mathbf{U}(0, r)=\lim _{\delta \rightarrow 0+}(\mathbf{U}(t, 0)-\mathbf{U}(t-\delta, 0)) \mathbf{U}(0, t) \\
=\mathbf{U}(t, 0) \mathbf{U}(0, t)-\lim _{\delta \rightarrow 0+} \mathbf{U}(t-\delta, 0) \mathbf{U}(0, t)=\mathbf{I}-\lim _{\delta \rightarrow 0+} \mathbf{U}(t-\delta, t),
\end{gathered}
$$

where I.4.13 was used. Hence

$$
\begin{equation*}
\mathbf{I}-\Delta^{-} \mathbf{A}(t)=\lim _{\delta \rightarrow 0+} \mathbf{U}(t-\delta, t)=\mathbf{U}(t-, t) \tag{2,26}
\end{equation*}
$$

for every $t \in(0,1]$. Since $\boldsymbol{U}$ is assumed to be harmonic, we have $\boldsymbol{U}(t-\delta, t) \boldsymbol{U}(t, t-\delta)$ $=\boldsymbol{I}$ for any sufficiently small $\delta>0 . \boldsymbol{U}(t, s)$ is of bounded variation in each variable, the limits $\lim _{\delta \rightarrow 0+} \mathbf{U}(t-\delta, t)=\mathbf{U}(t-, t)$ and $\lim _{\delta \rightarrow 0+} \mathbf{U}(t, t-\delta)=\mathbf{U}(t, t-)$ exist. Hence

$$
\boldsymbol{U}(t-, t) \boldsymbol{U}(t, t-)=\lim _{\delta \rightarrow 0+} \boldsymbol{U}(t-\delta, t) \boldsymbol{U}(t, t-\delta)=\mathbf{I}
$$

and the matrix $\mathbf{U}(t-, t)$ is evidently regular since it has an inverse $[\boldsymbol{U}(t-, t)]^{-1}$ $=\boldsymbol{U}(t, t-)$. This yields by $(2,26)$ the regularity of $\boldsymbol{I}-\Delta^{-} \boldsymbol{A}(t)$ for every $t \in(0,1]$. The regularity of $I+\Delta^{+} \boldsymbol{A}(t)$ for every $t \in[0,1)$ can be proved analogously.

## 3. Generalized linear differential equations on the whole real axis

In this section let us assume that $\boldsymbol{A}: R \rightarrow L\left(R_{n}\right)$ is an $n \times n$-matrix defined on the whole real axis $R$ and is of locally bounded variation in $R$, i.e. $\operatorname{var}_{a}^{b} \mathbf{A}<\infty$ for every compact interval $[a, b] \subset R$. We consider the generalized linear differential equation

$$
\begin{equation*}
\mathrm{d} \boldsymbol{x}=\mathrm{d}[\mathbf{A}] \mathbf{x}+\mathrm{d} \mathbf{g} \tag{3,1}
\end{equation*}
$$

where $\mathbf{g}: R \rightarrow R_{n}$ is of locally bounded variation in $R$.
The basic existence and uniqueness result follows from 1.4.
3.1. Theorem. Assume that $\mathbf{A}: R \rightarrow L\left(R_{n}\right)$ is of locally bounded variation in $R$ and $\mathbf{I}-\Delta^{-} \mathbf{A}(t), \mathbf{I}+\Delta^{+} \mathbf{A}(t)$ are regular matrices for all $t \in R$. Then for any $t_{0} \in R$, $x_{0} \in R_{n}$ and $\mathbf{g}: R \rightarrow R_{n}$ of locally bounded variation in $R$ there is a unique solution $\mathbf{x}: R \rightarrow R_{n}$ of the equation $(3,1)$ with $\mathbf{x}\left(t_{0}\right)=\mathbf{x}_{0}$ and this solution is of locally bounded variation in $R$.

Proof. This theorem follows immediately from 1.4 and 1.7 since evidently the assumptions of 1.4 are satisfied on every compact interval $[a, b] \subset R$.

In this way our preceding arguments on generalized linear differential equations are applicable to the case of equations on the whole real axis $R$. Especially the fundamental matrix $\mathbf{U}(t, s)$ determined uniquely by the equation

$$
\mathbf{U}(t, s)=\mathbf{I}+\int_{s}^{t} \mathrm{~d}[\boldsymbol{A}(r)] \mathbf{U}(r, s)
$$

is defined for all $t, s \in R$, has the properties (i), (iii), (iv), (v), (vi) from 2.10 and is of locally bounded variation in $R$ in each variable separately (see (ii) in 2.10). Moreover, the twodimensional variation of $\boldsymbol{U}$ on every compact interval $I=[a, b] \times[c, d\rfloor$ $\subset R_{2}$ is finite.

Now we prove a result which is analogous to the Floquet theory for linear systems of ordinary differential equations.
3.2. Theorem. Assume that $\mathbf{A}: R \rightarrow L\left(R_{n}\right)$ is of locally bounded variation in $R$ such that $\mathbf{I}-\Delta^{-} \boldsymbol{A}(t), \mathbf{I}+\Delta^{+} \boldsymbol{A}(t)$ are regular matrices for every $t \in R$. Moreover let

$$
\mathbf{A}(t+\omega)-\mathbf{A}(t)=\mathbf{C} \quad \text { for every } \quad t \in R
$$

where $\omega>0$ and $\mathbf{C} \in L\left(R_{n}\right)$ is a constant $n \times n$-matrix. If $\mathbf{X}: R \rightarrow L\left(R_{n}\right)$ is the solution of the matrix equation

$$
\mathbf{X}(t)=\mathbf{I}+\int_{0}^{t} \mathrm{~d}[\mathbf{A}(r)] \boldsymbol{X}(r), \quad t \in R
$$

(i.e. $\mathbf{X}(t)=\mathbf{U}(t, 0))$ then there exists a regular $n \times n$-matrix $\mathbf{P}: R \rightarrow L\left(R_{n}\right)$, which is
periodic with the period $\omega(\mathbf{P}(t+\omega)=\mathbf{P}(t))$ and a constant $n \times n$-matrix $\mathbf{Q} \in L\left(R_{n}\right)$ such that

$$
\boldsymbol{X}(t)=\boldsymbol{P}(t) \mathrm{e}^{t \boldsymbol{Q}}
$$

is satisfied for every $t \in R$.
Proof. By definition we have

$$
\begin{gathered}
\boldsymbol{X}(t+\omega)=\boldsymbol{I}+\int_{0}^{t+\omega} \mathrm{d}[\mathbf{A}(r)] \boldsymbol{X}(r)=\boldsymbol{X}(\omega)+\int_{\omega}^{1+\omega} \mathrm{d}[\mathbf{A}(r)] \mathbf{X}(r) \\
=\boldsymbol{X}(\omega)+\int_{0}^{t} \mathrm{~d}[\mathbf{A}(r+\omega)] \boldsymbol{X}(r+\omega)=\boldsymbol{X}(\omega)+\int_{0}^{t} \mathrm{~d}[\mathbf{A}(r)+\mathbf{C}] \mathbf{X}(r+\omega) \\
=\boldsymbol{X}(\omega)+\int_{0}^{t} \mathrm{~d}[\mathbf{A}(r)] \mathbf{X}(r+\omega)
\end{gathered}
$$

for every $t \in R$. Using the variation of constants formula 2.14 in the matrix form we get

$$
\boldsymbol{X}(t+\omega)=\boldsymbol{X}(t) \boldsymbol{X}(\omega) \quad \text { for every } \quad t \in R
$$

By (v) from 2.10 the matrix $\boldsymbol{X}(\omega)=\boldsymbol{U}(\omega, 0)$ is regular. Using the standard argument we conclude that there is a constant real $n \times n$-matrix $\mathbf{Q} \in L\left(R_{n}\right)$ ( $\mathbf{Q}$ is not unique) such that $\boldsymbol{X}(\omega)=\mathrm{e}^{\omega \mathrm{Q}}$ (see e.g. Coddington, Levinson [1], III.1.), i.e.

$$
\boldsymbol{X}(t+\omega)=X(t) \mathrm{e}^{\omega \mathrm{Q}} .
$$

Let us define $\mathbf{P}(t)=\boldsymbol{X}(t) \mathrm{e}^{-t Q}$ for every $t \in R$. We have

$$
\boldsymbol{P}(t+\omega)=\boldsymbol{X}(t+\omega) \mathrm{e}^{-(t+\omega) \mathrm{Q}}=\boldsymbol{X}(t) \mathrm{e}^{\omega \mathrm{Q}} \mathrm{e}^{-\omega \mathrm{Q}} \mathrm{e}^{-t \mathrm{Q}}=\boldsymbol{X}(t) \mathrm{e}^{-t \mathrm{Q}}=\boldsymbol{P}(t)
$$

for all $t \in R$, i.e. $\mathbf{P}$ is periodic with the period $\omega$. The regularity of $\mathbf{P}(t)$ is obvious by the regularity of $\boldsymbol{X}(t)$ and $\mathrm{e}^{-t \mathrm{Q}}$. Hence $\boldsymbol{X}(t)=\mathbf{P}(t) \mathrm{e}^{t \mathrm{Q}}$ and the result is proved. Remark. This theorem is a basis for more detailed considerations concerning the linear system $(3,1)$ with $\mathbf{A}: R \rightarrow L\left(R_{n}\right)$ satisfying the "periodicity" condition $\boldsymbol{A}(t+\omega)-\boldsymbol{A}(t)=$ const. Some special results are contained in Hnilica [1].

## 4. Formally adjoint equation

Let $\mathbf{B}:[0,1] \rightarrow L\left(R_{n}\right), \operatorname{var}_{0}^{1} \mathbf{B}<\infty$ and $\mathbf{g} \in B V_{n}$. Let us consider the generalized linear differential equation for a row $n$-vector valued function $\boldsymbol{y}^{*}$

$$
\begin{equation*}
\mathrm{d} \boldsymbol{y}^{*}=-\boldsymbol{y}^{*} \mathrm{~d}[\mathbf{B}]+\mathrm{d} \mathbf{g}^{*} \quad \text { on }[0,1], \tag{4,1}
\end{equation*}
$$

which is equivalent to the integral equation

$$
\boldsymbol{y}^{*}(s)=\boldsymbol{y}^{*}\left(s_{0}\right)-\int_{s_{0}}^{s} \boldsymbol{y}^{*}(t) \mathrm{d}[\mathbf{B}(t)]+\mathbf{g}^{*}(s)-\mathbf{g}^{*}\left(s_{0}\right), \quad s, s_{0} \in[0,1] .
$$

Obviously, $\boldsymbol{y}^{*}:[0,1] \rightarrow R_{n}$ is a solution to $(4,1)$ on $[a, b] \subset[0,1]$ if and only if $\boldsymbol{y}$ verifies the equation

$$
\begin{equation*}
\boldsymbol{y}(s)=\mathbf{y}\left(s_{0}\right)-\int_{s_{0}}^{s} \mathrm{~d}\left[\mathbf{B}^{*}(t)\right] \mathbf{y}(t)+\mathbf{g}(s)-\mathbf{g}\left(s_{0}\right) \tag{4,2}
\end{equation*}
$$

for every $s, s_{0} \in[a, b]$. Thus taking into account that $\boldsymbol{I}-\Delta^{-}\left(-\mathbf{B}^{*}\right)(s)=\left[\boldsymbol{I}+\Delta^{-} \boldsymbol{B}(s)\right]^{*}$ on $(0,1], \mathbf{I}+\Delta^{+}\left(-\mathbf{B}^{*}\right)(s)=\left[\mathbf{I}-\Delta^{+} \mathbf{B}(s)\right]^{*}$ on $[0,1)$ we may easily obtain the basic results for the equation $(4,1)$ as consequences of the corresponding theorems from the foregoing sections.

Given $\boldsymbol{y}_{0}^{*} \in R_{n}^{*}$, the equation $(4,1)$ possesses a unique solution $\boldsymbol{y}^{*}$ on $[0,1]$ such that $\boldsymbol{y}^{*}(1)=\boldsymbol{y}_{0}^{*}$ or $\boldsymbol{y}^{*}(0)=\boldsymbol{y}_{0}^{*}$ if and only if

$$
\begin{equation*}
\operatorname{det}\left[I-\Delta^{+} \mathbf{B}(s)\right] \neq 0 \quad \text { on }[0,1) \tag{4,3}
\end{equation*}
$$

or

$$
\begin{equation*}
\operatorname{det}\left[\mathbf{I}+\Delta^{-} \boldsymbol{B}(s)\right] \neq 0 \quad \text { on }(0,1] \tag{4,4}
\end{equation*}
$$

respectively (cf. 1.4).
If $(4,3)$ holds, then by 2.2 there exists a unique $n \times n$-matrix valued function $\mathbf{W}(t, s)$ defined for $t, s \in[0,1]$ such that $s \geq t$ and fulfilling for all such $t, s$ the relation

$$
\mathbf{W}(t, s)=\mathbf{I}-\int_{s}^{t} \mathrm{~d}\left[\mathbf{B}^{*}(r)\right] \mathbf{W}(r, s) .
$$

Furthermore, given $t, s \in[0,1], \operatorname{var}_{0}^{s} \mathbf{W}(., s)+\operatorname{var}_{t}^{1} \mathbf{W}(t,)<.\infty, \quad \mathbf{W}(t+, s)$ $=\left[1-\Delta^{+} \mathbf{B}(t)\right]^{*} \mathbf{W}(t, s)$ if $t<s$ and $\mathbf{W}(t-, s)=\left[1+\Delta^{-} \mathbf{B}(t)\right]^{*} \mathbf{W}(t, s)$ if $t \leq s$ (cf. 2.10). It follows that the function $\mathbf{V}(t, s)=\mathbf{W}^{*}(s, t)$ for $t \geq s$ is a unique $n \times n$ matrix valued function which fulfils for $t, s \in[0,1], t \geq s$ the relation

$$
\begin{equation*}
\mathbf{V}(t, s)=\mathbf{I}+\int_{s}^{t} \mathbf{V}(t, r) \mathrm{d}[\mathbf{B}(r)] . \tag{4,5}
\end{equation*}
$$

Moreover, given $t, s \in[0,1]$

$$
\operatorname{var}_{0}^{t} \mathbf{V}(t, .)+\operatorname{var}_{s}^{1} \mathbf{V}(., s)<\infty
$$

and

$$
\begin{array}{ll}
\mathbf{V}(t, s+)=\boldsymbol{V}(t, s)\left[I-\Delta^{+} \boldsymbol{B}(s)\right] & \text { if } \quad t>s, \\
\mathbf{V}(t, s-)=\boldsymbol{V}(t, s)\left[I+\Delta^{-} \boldsymbol{B}(s)\right] & \text { if } \quad t \geq s . \tag{4,7}
\end{array}
$$

If $\boldsymbol{y}_{0}^{*} \in R_{n}^{*}$ is given, the unique solution $\boldsymbol{y}^{*}$ of $(4,1)$ on $[0,1]$ with $\boldsymbol{y}^{*}(1)=\boldsymbol{y}_{0}^{*}$ is given on $[0,1]$ by
(cf. 2.8).

If $(4,4)$ holds, then the fundamental matrix $\mathbf{V}(t, s)$ for $(4,1)$ is defined and fulfils $(4,5)$ for $t \leq s,(4,6)$ holds for $t \leq s$ and $(4,7)$ holds for $t<s$. Furthermore, var $\mathbf{v} \boldsymbol{V}(., s)$ $+\operatorname{var}_{t}^{1} \boldsymbol{V}(t,)<.\infty$ for all $t, s \in[0,1]$ and given $\boldsymbol{y}_{0}^{*} \in R_{n}^{*}$, the unique solution $\boldsymbol{y}^{*}$ of $(4,1)$ on $[0,1]$ with $\boldsymbol{y}^{*}(0)=\boldsymbol{y}_{0}^{*}$ is given on $[0,1]$ by

$$
\begin{equation*}
\boldsymbol{y}^{*}(s)=\boldsymbol{y}_{0}^{*} \mathbf{V}(0, s)+\mathbf{g}^{*}(s)-\mathbf{g}^{*}(0)-\int_{0}^{s}\left(\mathbf{g}^{*}(t)-\mathbf{g}^{*}(0)\right) \mathrm{d}_{\mathrm{t}}[\mathbf{V}(t, s)] . \tag{4,9}
\end{equation*}
$$

If both $(4,3)$ and $(4,4)$ hold, then there exists $M<\infty$ such that given $t, s \in[0,1]$

$$
|\boldsymbol{V}(t, s)|+\operatorname{var}_{0}^{1} \mathbf{V}(t, .)+\operatorname{var}_{0}^{1} \mathbf{V}(., s)+\mathrm{v}_{[0,1] \times[0,1]}(\boldsymbol{V}) \leq M<\infty .
$$

Moreover, in this case, given $t, s, r \in[0,1]$,

$$
\begin{equation*}
\mathbf{V}(t, r) \mathbf{V}(r, s)=\mathbf{V}(t, s) \quad \text { and } \quad \mathbf{V}(t, t)=\mathbf{I} \tag{4,10}
\end{equation*}
$$

(cf. 2.10).
The equation $(4,1)$ is said to be formally adjoint to $(1,1)$ if

$$
\begin{equation*}
\mathbf{B}(t+)-\mathbf{A}(t+)=\mathbf{B}(t-)-\mathbf{A}(t-)=\mathbf{B}(0)-\mathbf{A}(0) \quad \text { on }[0,1] . \tag{4,11}
\end{equation*}
$$

(According to the convention introduced in I. 3 we have

$$
\mathbf{B}(0-)-\mathbf{A}(0-)=\mathbf{B}(0)-\mathbf{A}(0)=\mathbf{B}(1+)-\mathbf{A}(1+)=\mathbf{B}(1)-\mathbf{A}(1) .)
$$

The condition $(4,11)$ ensures that

$$
\begin{equation*}
\int_{0}^{1} \boldsymbol{y}^{*}(t) \mathrm{d}[\mathbf{B}(t)-\mathbf{A}(t)] \mathbf{x}(t)=0 \quad \text { for all } \quad \mathbf{x}, \boldsymbol{y} \in B V_{n} \tag{4,12}
\end{equation*}
$$

(cf. I.4.23). $(4,11)$ holds e.g. if $\boldsymbol{B}(t) \equiv \boldsymbol{A}(t)$ on $[0,1]$ or

$$
\begin{align*}
& \mathbf{B}(t)=\boldsymbol{A}_{\boldsymbol{*}}(t)=\mathbf{A}(t-)+\Delta^{+} \mathbf{A}(t) \quad \text { un }(0,1),  \tag{4,13}\\
& \mathbf{B}(0)=\boldsymbol{A}_{\boldsymbol{*}}(0)=\mathbf{A}(0), \quad \boldsymbol{B}(1)=\boldsymbol{A}_{\boldsymbol{*}}(1)=\mathbf{A}(1) .
\end{align*}
$$

Without any loss of generality we may assume that $\mathbf{A}(0)=\mathbf{B}(0)$.
4.1. Theorem. Let the $n \times n$-matrix valued functions $\mathbf{A}, \mathbf{B}$ be of bounded variation on $[0,1]$ and such that $(4,11)$ with $\mathbf{A}(0)=\mathbf{B}(0)$ holds.
(i) If
$(4,14) \quad \operatorname{det}\left(I-\Delta^{-} \mathbf{A}(t)\right) \operatorname{det}\left(I-\Delta^{+} \boldsymbol{B}(t)\right) \operatorname{det}\left(I+\Delta^{+} \boldsymbol{A}(t)\right) \neq 0 \quad$ on $[0,1]$
or
$(4,15) \quad \operatorname{det}\left(\boldsymbol{I}-\Delta^{-} \mathbf{A}(t)\right) \operatorname{det}\left(\boldsymbol{I}-\Delta^{+} \mathbf{B}(t)\right) \operatorname{det}\left(\boldsymbol{I}+\Delta^{-} \mathbf{B}(t)\right) \neq 0 \quad$ on $[0,1]$,
then the fundamental matrices $\mathbf{U}(t, s)$ to $(1,1)$ and $\mathbf{V}(t, s)$ to $(4,1)$ fulfil the relation

$$
\begin{align*}
\boldsymbol{V}(t, s)= & \mathbf{U}(t, s)+\boldsymbol{V}(t, s)[\mathbf{A}(s)-\boldsymbol{B}(s)]-[\boldsymbol{A}(t)-\boldsymbol{B}(t)] \mathbf{U}(t, s)  \tag{4,16}\\
& +\dot{\boldsymbol{V}}(t, s) \Delta^{+} \boldsymbol{B}(s) \Delta^{+} \mathbf{A}(s)-\Delta^{-} \mathbf{B}(t) \Delta^{-} \mathbf{A}(t) \mathbf{U}(t, s) \\
& +\sum_{s<\tau<t} \boldsymbol{V}(t, \tau)\left[\Delta^{+} \boldsymbol{B}(\tau) \Delta^{+} \mathbf{A}(\tau)-\Delta^{-} \boldsymbol{B}(\tau) \Delta^{-} \mathbf{A}(\tau)\right] \boldsymbol{U}(\tau, s) \quad \text { if } t>s, \\
\boldsymbol{V}(t, t)= & \mathbf{U}(t, t)=\mathbf{I} .
\end{align*}
$$

(ii) If
$(4,17) \quad \operatorname{det}\left(\boldsymbol{I}+\Delta^{+} \mathbf{A}(t)\right) \operatorname{det}\left(\boldsymbol{I}+\Delta^{-} \boldsymbol{B}(t)\right) \operatorname{det}\left(\boldsymbol{I}-\Delta^{+} \boldsymbol{B}(t)\right) \neq 0 \quad$ on $[0,1]$
or
$(4,18) \quad \operatorname{det}\left(\boldsymbol{I}+\Delta^{+} \boldsymbol{A}(t)\right) \operatorname{det}\left(\boldsymbol{I}+\Delta^{-} \mathbf{B}(t)\right) \operatorname{det}\left(\boldsymbol{I}-\Delta^{-} \mathbf{A}(t)\right) \neq 0 \quad$ on $[0,1]$,
then
$(4,19) \quad \mathbf{V}(t, s)=\mathbf{U}(t, s)+\mathbf{V}(t, s)[\mathbf{A}(s)-\mathbf{B}(s)]-[\mathbf{A}(t)-\mathbf{B}(t)] \boldsymbol{U}(t, s)$

$$
+\boldsymbol{V}(t, s) \Delta^{-} \boldsymbol{B}(s) \Delta^{-} \boldsymbol{A}(s)-\Delta^{+} \boldsymbol{B}(t) \Delta^{+} \boldsymbol{A}(t) \boldsymbol{U}(t, s)
$$

$$
+\sum_{i<\tau<s} \boldsymbol{V}(t, \tau)\left[\Delta^{-} \mathbf{B}(\tau) \Delta^{-} \mathbf{A}(\tau)-\Delta^{+} \boldsymbol{B}(\tau) \Delta^{+} \mathbf{A}(\tau)\right] \mathbf{U}(\tau, s) \quad \text { if } t<s,
$$

$$
\mathbf{V}(t, t)=\boldsymbol{U}(t, t)=\mathbf{I}
$$

$\left(\operatorname{In}(4,14)-(4,19) \quad \Delta^{-} \boldsymbol{A}(0)=\Delta^{-} \boldsymbol{B}(0)=\mathbf{0}\right.$ and $\Delta^{+} \boldsymbol{A}(1)=\Delta^{+} \boldsymbol{B}(1)=\mathbf{0}$.)
Proof. Let e.g. $(4,14)$ hold. Then $\boldsymbol{U}(t, s)$ is defined for all $t, s \in[0,1]$ and $\boldsymbol{V}(t, s)$ is defined for $t \geq s$. Let $t, s \in[0,1], t>s$ be given and let us consider the expression

$$
\mathbf{W}=\int_{s}^{t} \mathrm{~d}_{\tau}[\mathbf{V}(t, \tau)] \mathbf{U}(\tau, t)+\int_{s}^{t} \boldsymbol{V}(t, \tau) \mathrm{d}_{\tau}[\mathbf{U}(\tau, t)] .
$$

Inserting into $\boldsymbol{W}$ from $(2,4)$ and $(4,5)$ and making use of the subsitution theorem I.4.25 we easily obtain

$$
\mathbf{W}=\int_{s}^{t} \boldsymbol{V}(t, \tau) \mathrm{d}[\boldsymbol{A}(\tau)-\mathbf{B}(\tau)] \boldsymbol{U}(\tau, t)
$$

and according to $(4,11)$ and I.4.23

$$
\begin{aligned}
\boldsymbol{W}= & \mathbf{V}(t, s)\left[\Delta^{+} \boldsymbol{A}(s)-\Delta^{+} \boldsymbol{B}(s)\right] \boldsymbol{U}(s, t)+\left[\Delta^{-} \mathbf{A}(t)-\Delta^{-} \boldsymbol{B}(t)\right] \\
& =-\boldsymbol{V}(t, s)[\boldsymbol{A}(s)-\mathbf{B}(s)] \boldsymbol{U}(s, t)+[\boldsymbol{A}(t)-\boldsymbol{B}(t)]
\end{aligned}
$$

because the components of $\mathbf{A}(t)-\mathbf{B}(t)$ are evidently break functions on $[0,1]$. On the other hand, the integration-by-parts theorem I.4.33 yields

$$
\begin{aligned}
\mathbf{W}=\mathbf{I}- & \boldsymbol{V}(t, s) \boldsymbol{U}(s, t)-\Delta_{2}^{+} \boldsymbol{V}(t, s) \Delta_{1}^{+} \boldsymbol{U}(s, t)+\Delta_{2}^{-} \mathbf{V}(t, t) \Delta_{1}^{-} \mathbf{U}(t, t) \\
& +\sum_{s<\tau<t}\left[\Delta_{2}^{-} \boldsymbol{V}(t, \tau) \Delta_{1}^{-} \mathbf{U}(\tau, t)-\Delta_{2}^{+} \mathbf{V}(t, \tau) \Delta_{1}^{+} \boldsymbol{U}(\tau, t)\right],
\end{aligned}
$$

where $\Delta_{1}^{+} \mathbf{Z}(t, s)=\mathbf{Z}(t+, s)-\mathbf{Z}(t, s), \Delta_{2}^{+} \mathbf{Z}(t, s)=\mathbf{Z}(t, s+)-\mathbf{Z}(t, s), \Delta_{1}^{-} \mathbf{Z}(t, s)=\mathbf{Z}(t, s)$ $-\mathbf{Z}(t-, s)$ and $\Delta_{2}^{-} \mathbf{Z}(t, s)=\boldsymbol{Z}(t, s)-\mathbf{Z}(t, s-)$ for $\mathbf{Z}=\mathbf{U}$ and $\mathbf{Z}=\mathbf{V}$. Taking into account the relations $(4,6),(4,7),(4,10)$ and 2.10 we obtain immediately $(4,16)$.

The remaining cases can be treated similarly. If $(4,17)$ or $(4,18)$ holds, then instead of the expression $\mathbf{W}$ we should handle the expression

$$
\int_{s}^{t} \mathrm{~d}_{\tau}[\mathbf{V}(s, \tau)] \boldsymbol{U}(\tau, s)+\int_{s}^{t} \boldsymbol{V}(s, \tau) \mathrm{d}_{\tau}[\mathbf{U}(\tau, s)] .
$$

4.2. Theorem (Lagrange identity). Let $\mathbf{A}:[0,1] \rightarrow L\left(R_{n}\right)$ and $\mathbf{B}:[0,1] \rightarrow L\left(R_{n}\right)$ be of bounded variation on $[0,1]$ and let $(4,11)$ hold. Then for any $\mathbf{x} \in B V_{n}$ left-continuous on $(0,1]$ and right-continuous at 0 and any $\boldsymbol{y} \in B V_{n}$ right-continuous on $[0,1)$ and left-continuous at 1

$$
\begin{gather*}
\int_{0}^{1} \boldsymbol{y}^{*}(t) \mathrm{d}\left[\mathbf{x}(t)-\int_{0}^{t} \mathrm{~d}[\mathbf{A}(s)] \mathbf{x}(s)\right]+\int_{0}^{1} \mathrm{~d}\left[\boldsymbol{y}^{*}(s)-\int_{s}^{1} \boldsymbol{y}^{*}(t) \mathrm{d}[\mathbf{B}(t)]\right] \boldsymbol{x}(s)  \tag{4,20}\\
=\boldsymbol{y}^{*}(1) \mathbf{x}(1)-\mathbf{y}^{*}(0) \mathbf{x}(0) .
\end{gather*}
$$

Proof. Applying the substitution theorem I.4.25 the left-hand side of $(4,20)$ reduces to

$$
\int_{0}^{1} \boldsymbol{y}^{*}(t) \mathrm{d}[\mathbf{x}(t)]+\int_{0}^{1} \mathrm{~d}\left[\mathbf{y}^{*}(t)\right] \mathbf{x}(t)+\int_{0}^{1} \boldsymbol{y}^{*}(t) \mathrm{d}[\mathbf{B}(t)-\mathbf{A}(t)] \mathbf{x}(t) .
$$

The integration-by-parts formula I.4.33 yields

$$
\int_{0}^{1} \boldsymbol{y}^{*}(t) \mathrm{d}[\mathbf{x}(t)]+\int_{0}^{1} \mathrm{~d}\left[\boldsymbol{y}^{*}(t)\right] \mathbf{x}(t)=\boldsymbol{y}^{*}(1) \mathbf{x}(1)-\mathbf{y}^{*}(0) \mathbf{x}(0)
$$

whence by $(4,11)$ and $(4,12)$ our assertion follows.
4.3. Remark. The relations $(4,16)$ and $(4,19)$ are considerably simplified if

$$
\begin{equation*}
\Delta^{+} \mathbf{B}(t) \Delta^{+} \boldsymbol{A}(t)=\Delta^{-} \mathbf{B}(t) \Delta^{-} \mathbf{A}(t) \quad \text { on }[0,1] \tag{4,21}
\end{equation*}
$$

This together with $(4,11)$ and $\boldsymbol{A}(0)=\boldsymbol{B}(0)$ is true e.g. if
(i) $\boldsymbol{B}=\boldsymbol{A}$ and $\left(\Delta^{+} \boldsymbol{A}(t)\right)^{2}=\left(\Delta^{-} \boldsymbol{A}(t)\right)^{2} \quad$ on $[0,1]$, or
(ii) $\quad \boldsymbol{B}=\boldsymbol{A}_{*} \quad$ (cf. $\left.\quad(4,13)\right), \quad\left(\Delta^{+} \boldsymbol{A}(0)\right)^{2}=\left(\Delta^{-} \boldsymbol{A}(1)\right)^{2}=\mathbf{0} \quad$ and $\quad \Delta^{+} \boldsymbol{A}(t) \Delta^{-} \mathbf{A}(t)$ $=\Delta^{-} \boldsymbol{A}(t) \Delta^{+} \boldsymbol{A}(t)$ on $(0,1)$.

## 5. Two-point boundary value problem

Let $\boldsymbol{M}$ and $\boldsymbol{N}$ be $m \times n$-matrices and $\mathbf{r} \in R_{m}$. The' problem of determining a solution $\mathrm{x}:[0,1] \rightarrow R_{n}$ to

$$
\begin{equation*}
\mathrm{d} \boldsymbol{x}=\mathrm{d}[\boldsymbol{A}] \boldsymbol{x}+\mathrm{d} \boldsymbol{f} \tag{5,1}
\end{equation*}
$$

on $[0,1]$, which fulfils in addition the relation

$$
\begin{equation*}
\mathbf{M} \mathbf{x}(0)+\mathbf{N} \mathbf{x}(1)=\boldsymbol{r}, \tag{5,2}
\end{equation*}
$$

is called the two-point boundary value problem.
5.1. Assumptions. Throughout the section, $\mathbf{A}, \mathbf{B}$ are $n \times n$-matrix valued functions of bounded variation on $[0,1]$. Moreover we suppose that $(4,11)$ with $\mathbf{A}(0)=\mathbf{B}(0)$, $(4,21)$ and at least one of the conditions $(4,14),(4,15),(4,17),(4,18)$ are satisfied. $($ In particular, the assumptions of 4.1 are fulfilled.) $\mathbf{M}$ and $\mathbf{N}$ are $m \times n$-matrices, $\boldsymbol{f} \in B V_{n}$ and $r \in R_{m}, m \geq 1$.

Making use of the variation-of-constants formula $(2,15)$ we may reduce the boundary value problem $(5,1),(5,2)$ to a linear nonhomogeneous algebraic equation.
5.2. Lemma. If $(4,14)$ or $(4,15)$ holds, then $\mathbf{x}:[0,1] \rightarrow R_{n}$ is a solution of the problem $(5,1),(5,2)$ if and only if

$$
\begin{equation*}
\mathbf{x}(t)=\mathbf{U}(t, 0) \mathbf{c}+\boldsymbol{f}(t)-\boldsymbol{f}(0)-\int_{0}^{t} \mathrm{~d}_{s}[\mathbf{U}(t, s)](\boldsymbol{f}(s)-\boldsymbol{f}(0)) \quad \text { on }[0,1] \tag{5,3}
\end{equation*}
$$

where $c \in R_{n}$ is a solution to the algebraic equation

$$
[\boldsymbol{M}+\boldsymbol{N} \boldsymbol{V}(1,0)] \boldsymbol{c}=\boldsymbol{r}+\boldsymbol{N}\left\{\boldsymbol{V}(1,0) \boldsymbol{f}(0)-\boldsymbol{f}(1)+\int_{0}^{1} \mathrm{~d}_{s}[\boldsymbol{V}(1, s)] \boldsymbol{f}(s)\right\} .
$$

If $(4,17)$ or $(4,18)$ holds, then $\mathbf{x}:[0,1] \rightarrow R_{n}$ is a solution to $(5,1),(5,2)$ if and only if

$$
\mathbf{x}(t)=\boldsymbol{U}(t, 1) \mathbf{c}+\boldsymbol{f}(t)-\boldsymbol{f}(1)+\int_{t}^{1} \mathrm{~d}_{s}[\boldsymbol{U}(t, s)](\boldsymbol{f}(s)-\boldsymbol{f}(1)) \quad \text { on }[0,1]
$$

where

$$
[\boldsymbol{M} \mathbf{V}(0,1)+\boldsymbol{N}] \boldsymbol{c}=\boldsymbol{r}+\boldsymbol{M}\left\{-\boldsymbol{f}(0)+\boldsymbol{V}(0,1) \boldsymbol{f}(1)-\int_{0}^{1} \mathrm{~d}_{s}[\boldsymbol{V}(0, s) \boldsymbol{f}(s)\} .\right.
$$

Proof. Let $(4,14)$ or $(4,15)$ hold. Then by $2,15 \mathbf{x}:[0,1] \rightarrow R_{n}$ is a solution of the given problem if and only if it is given by $(5,3)$, where $c \in R_{n}$ fulfils the equation

$$
[\boldsymbol{M}+\boldsymbol{N} \boldsymbol{U}(1,0)] \boldsymbol{c}=\boldsymbol{r}+\boldsymbol{N}\left\{\boldsymbol{U}(1,0) \boldsymbol{f}(0)-\boldsymbol{f}(1)+\int_{0}^{1} \mathrm{~d}_{s}[\boldsymbol{U}(1, s)] \boldsymbol{f}(s)\right\} .
$$

By $(4,16)$ and $(4,21)$

$$
\begin{equation*}
\boldsymbol{V}(1, s)=\boldsymbol{U}(1, s)+\mathbf{V}(1, s)(\boldsymbol{A}(s)-\mathbf{B}(s))+\boldsymbol{V}(1, s) \Delta^{+} \boldsymbol{B}(s) \Delta^{+} \boldsymbol{A}(s) \tag{5,4}
\end{equation*}
$$

and thus

$$
\boldsymbol{V}(1, s+)-\boldsymbol{U}(1, s+)=\boldsymbol{V}(1, s-)-\boldsymbol{U}(1, s-)
$$

for any $s \in[0,1]$. (In particular $\boldsymbol{V}(1,0)=\boldsymbol{U}(1,0), \boldsymbol{V}(1,1)=\boldsymbol{U}(1,1)$ ). This implies by I.4.23

$$
\int_{0}^{1} \mathrm{~d}_{s}[\mathbf{U}(1, s)] \mathbf{v}(s)=\int_{0}^{1} \mathrm{~d}_{s}[\mathbf{V}(1, s)] \mathbf{v}(s) \quad \text { for any } \quad \mathbf{v} \in B V_{n}
$$

wherefrom our assertion follows.
The cases $(4,17)$ and $(4,18)$ could be treated analogously. $(\boldsymbol{V}(0, s)=\boldsymbol{U}(0, s)$ $+\mathbf{V}(0, s)(\boldsymbol{A}(s)-\mathbf{B}(s))+\boldsymbol{V}(0, s) \Delta^{-} \boldsymbol{B}(s) \Delta^{-} \boldsymbol{A}(s)$ on $\left.[0,1].\right)$
5.3. Remark. Consequently, in the cases $(4,14)$ or $(4,15)$ the problem $(5,1),(5,2)$ has a solution if and only if

$$
\begin{equation*}
\lambda^{*}[\boldsymbol{M}+\mathbf{N} \mathbf{V}(1,0)]=\mathbf{0} \tag{5,5}
\end{equation*}
$$

implies

$$
\begin{equation*}
\lambda^{*} \boldsymbol{N} \mathbf{V}(1,1) \boldsymbol{f}(1)-\lambda^{*} \mathbf{N} \mathbf{V}(1,0) \boldsymbol{f}(0)-\int_{0}^{1} \mathrm{~d}_{s}\left[\lambda^{*} \mathbf{N} \mathbf{V}(1, s)\right] \boldsymbol{f}(s)=\lambda^{*} \boldsymbol{r} \tag{5,6}
\end{equation*}
$$

Let us denote $y_{\lambda}^{*}(s)=\lambda^{*} \mathbf{N} \mathbf{V}(1, s)$ for $s \in[0,1]$ and $\lambda \in R_{m}$. Then $(5,6)$ becomes

$$
\boldsymbol{y}_{\lambda}^{*}(1) \boldsymbol{f}(1)-\boldsymbol{y}_{\lambda}^{*}(0) \boldsymbol{f}(0)-\int_{0}^{1} \mathrm{~d}\left[\boldsymbol{y}_{\lambda}^{*}(s)\right] \boldsymbol{f}(s)=\lambda^{*} \boldsymbol{r} .
$$

By $(4,8)$ for any $\lambda^{*} \in R_{m}^{*}$ and $s, s_{0} \in[0,1]$

$$
\boldsymbol{y}_{\lambda}^{*}(s)=\boldsymbol{y}_{\lambda}^{*}\left(s_{0}\right)+\int_{s}^{s_{0}} \boldsymbol{Y}_{\lambda}^{*}(t) \mathrm{d}[\mathbf{B}(t)] .
$$

Moreover, if $\lambda^{*} \in R_{m}^{*}$ verifies $(5,5)$, then $\boldsymbol{y}_{\lambda}^{*}(0)=\lambda^{*} \mathbf{N} \mathbf{V}(1,0)=-\lambda^{*} \mathbf{M}$ and $\boldsymbol{y}_{\lambda}^{*}(1)$ $=\lambda^{*} \mathbf{N}$. Analogously, if $(4,17)$ or $(4,18)$ holds, the problem $(5,1),(5,2)$ possesses a solution if and only if $\lambda^{*}[\mathbf{M} \mathbf{V}(0,1)+\boldsymbol{N}]=\mathbf{0}$ implies

$$
y_{\lambda}^{*}(1) f(1)-y_{\lambda}^{*}(0) f(0)-\int_{0}^{1} \mathrm{~d}\left[y_{\lambda}^{*}(s)\right] f(s)=\lambda^{*} r,
$$

where $\boldsymbol{y}_{\boldsymbol{\lambda}}^{*}(s)=-\lambda^{*} \boldsymbol{M} \mathbf{V}(0, s)$ on $[0,1]$.
5.4. Lemma. Let $\mathbf{g} \in B V_{n}$ and $\mathbf{p}, \boldsymbol{q} \in R_{n}$. If $(4,14)$ or $(4,15)$ holds, then $\boldsymbol{y}^{*}:[0,1] \rightarrow R_{n}^{*}$ is a solution to the generalized differential equation

$$
\begin{equation*}
\mathrm{d} \boldsymbol{y}^{*}=-\boldsymbol{y}^{*} \mathrm{~d}[\mathbf{B}]+\mathrm{d} \mathbf{g}^{*} \quad \text { on }[0,1] \tag{5,7}
\end{equation*}
$$

and together with $\lambda^{*} \in R_{m}^{*}$ verifies the relations

$$
\begin{equation*}
\boldsymbol{y}^{*}(0)+\lambda^{*} \boldsymbol{M}=\boldsymbol{p}^{*}, \quad \boldsymbol{y}^{*}(1)-\lambda^{*} \mathbf{N}=\boldsymbol{q}^{*} \tag{5,8}
\end{equation*}
$$

if and only if
$(5,9) \quad \boldsymbol{y}^{*}(s)=\left(\lambda^{*} \mathbf{N}+\mathbf{q}^{*}\right) \mathbf{V}(1, s)+\mathbf{g}^{*}(s)-\mathbf{g}^{*}(1)+\int_{s}^{1}\left(\mathbf{g}^{*}(t)-\mathbf{g}^{*}(1)\right) \mathrm{d}_{t}[\mathbf{V}(t, s)]$
on $[0,1]$ and

$$
\begin{gathered}
\lambda^{*}[\boldsymbol{M}+\boldsymbol{N} \mathbf{U}(1,0)] \\
=\mathbf{p}^{*}-\mathbf{q}^{*} \mathbf{U}(1,0)-\mathbf{g}^{*}(0)-\mathbf{g}^{*}(1) \boldsymbol{U}(1,0)+\int_{0}^{1} \mathbf{g}^{*}(t) \mathrm{d}_{t}[\mathbf{U}(t, 0)]
\end{gathered}
$$

$\left(B y(4,16), \boldsymbol{V}(t, 0)-\boldsymbol{U}(t, 0)=(\boldsymbol{A}(t)-\mathbf{B}(t)) \mathbf{U}(t, 0)+\Delta^{-} \mathbf{B}(t) \Delta^{-} \boldsymbol{A}(t) \mathbf{U}(t, 0).\right)$
If $(4,17)$ or $(4,18)$ holds, then $\boldsymbol{y}^{*}:[0,1] \rightarrow R_{n}^{*}$ and $\lambda^{*} \in R_{m}^{*}$ verify the system $(5,7)$, $(5,8)$ if and only if

$$
\begin{equation*}
\boldsymbol{y}^{*}(s)=\left(\boldsymbol{p}^{*}-\lambda^{*} \boldsymbol{M}\right) \mathbf{V}(0, s)+\mathbf{g}^{*}(s)-\mathbf{g}^{*}(0)-\int_{0}^{s}\left(\mathbf{g}^{*}(t)-\mathbf{g}^{*}(0)\right) \mathrm{d}_{t}[\mathbf{V}(t, s)] \tag{5,10}
\end{equation*}
$$

$$
\lambda^{*}[\mathbf{M} \mathbf{U}(0,1)+\mathbf{N}]
$$

$$
=\boldsymbol{p}^{*} \mathbf{U}(0,1)-\boldsymbol{q}^{*}+\mathbf{g}^{*}(1)-\mathbf{g}^{*}(0) \mathbf{U}(0,1)-\int_{0}^{1} \mathbf{g}^{*}(t) \mathrm{d}_{\mathbf{t}}[\mathbf{U}(t, 1)] .
$$

$\left(\mathbf{V}(t, 1)-\boldsymbol{U}(t, 1)=(\boldsymbol{A}(t)-\mathbf{B}(t)) \mathbf{U}(t, 1)+\mathbf{V}(t, 1) \Delta^{+} \mathbf{B}(t) \Delta^{+} \mathbf{A}(t)\right.$ by $\left.(4,19).\right)$
Proof. In virtue of our assumption $(4,21)$ the fundamental matrices $\boldsymbol{U}(t, s)$ and $\boldsymbol{V}(t, s)$ fulfil the relation $(5,4)$. Inserting $(4,8)$ or $(4,9)$ into $(5,8)$ we complete the proof.
5.5. Theorem. Under the assumptions 5.1 the given problem $(5,1),(5,2)$ possesses a solution if and only if

$$
\begin{equation*}
\boldsymbol{y}^{*}(1) \boldsymbol{f}(1)-\boldsymbol{y}^{*}(0) \boldsymbol{f}(0)-\int_{0}^{1} \mathrm{~d}\left[\boldsymbol{y}^{*}(t)\right] \boldsymbol{f}(t)=\lambda^{*} \boldsymbol{r} \tag{5,11}
\end{equation*}
$$

for any solution $\left(\boldsymbol{y}^{*}, \lambda^{*}\right)$ of the homogeneous system

$$
\begin{gather*}
\mathrm{d} \boldsymbol{y}^{*}=-\boldsymbol{y}^{*} \mathrm{~d}[\mathbf{B}] \quad \text { on }[0,1]  \tag{5,12}\\
\boldsymbol{y}^{*}(0)+\lambda^{*} \mathbf{M}=\mathbf{0}, \quad \boldsymbol{y}^{*}(1)-\lambda^{*} \mathbf{N}=\mathbf{0} . \tag{5,13}
\end{gather*}
$$

Proof follows immediately from 5.2 (cf. also 5.3).
5.6. Theorem. Let $\mathbf{A}, \mathbf{B}, \boldsymbol{M}, \mathbf{N}$ fulfil 5.1. Then given $\mathbf{g} \in B V_{n}$ and $\mathbf{p}, \boldsymbol{q} \in R_{n}$ the system $(5,7),(5,8)$ possesses a solution if and only if

$$
\mathbf{g}^{*}(1) \mathbf{x}(1)-\mathbf{g}^{*}(0) \mathbf{x}(0)-\int_{0}^{1} \mathbf{g}^{*}(s) \mathrm{d}[\mathbf{x}(s)]=\mathbf{q}^{*} \mathbf{x}(1)-\mathbf{p}^{*} \mathbf{x}(0)
$$

for any solution $\mathbf{x}$ of the homogeneous equation

$$
\begin{equation*}
\mathrm{d} \mathbf{x}=\mathrm{d}[\mathbf{A}] \mathbf{x} \quad \text { on }[0,1] \tag{5,14}
\end{equation*}
$$

which fulfils also

$$
\begin{equation*}
\mathbf{M x}(0)+\mathbf{N} \mathbf{x}(1)=\mathbf{0} . \tag{5,15}
\end{equation*}
$$

Proof. If $(4,14)$ or $(4,15)$ holds, then by 5.4 the system $(5,7),(5,8)$ possesses a solution if and only if

$$
\begin{equation*}
[\mathbf{M}+\mathbf{N} \mathbf{U}(1,0)] \mathbf{c}=\mathbf{0} \tag{5,16}
\end{equation*}
$$

implies

$$
\boldsymbol{q}^{*} \mathbf{x}_{\boldsymbol{c}}(1)-\boldsymbol{p}^{*} \boldsymbol{x}_{\boldsymbol{c}}(0)=\mathbf{g}^{*}(1) \mathbf{x}_{\boldsymbol{c}}(1)-\mathbf{g}^{*}(0) \mathbf{x}_{\mathbf{c}}(0)-\int_{0}^{1} \mathbf{g}^{*}(s) \mathrm{d}\left[\mathbf{x}_{\boldsymbol{c}}(s)\right],
$$

where $\mathbf{x}_{\mathbf{c}}(t)=\boldsymbol{U}(t, 0) \boldsymbol{c}$ for $t \in[0,1]$ and $\boldsymbol{c} \in R_{n}$. By $5.2 \mathbf{x}:[0,1] \rightarrow R_{n}$ is a solution to $(5,14),(5,15)$ if and only if $\boldsymbol{x}(t)=\boldsymbol{U}(t, 0) \boldsymbol{c}$ on $[0,1]$ where $\boldsymbol{c} \in R_{n}$ verifies $(5,16)$. Now, our assertion follows readily.
5.7. Definition. The system $(5,12),(5,13)$ of equations for $\boldsymbol{y}^{*}:[0,1] \rightarrow R_{n}^{*}$ and $\lambda^{*} \in R_{m}^{*}$ is called the adjoint boundary value problem to the problem $(5,1),(5,2)$ (or $(5,14),(5,15))$.
5.8. Definition. The homogeneous problem $(5,14),(5,15)$ (or $(5,12),(5,13))$ has exactly $k$ linearly independent solutions if it has at least $k$ linearly independent solutions on $[0,1]$, while any set of its solutions which contains at least $k+1$ elements is linearly dependent on $[0,1]$.

Another interesting question is the index of the boundary value problem, i.e. the relationship between the number of linearly independent solutions to the homogeneous problem $(5,14),(5,15)$ and its adjoint.
5.9. Remark. Without any loss of generality we may assume $\operatorname{rank}[\mathbf{M}, \mathbf{N}]=m$. In fact, if $\operatorname{rank}[\mathbf{M}, \boldsymbol{N}]=m_{1}<m$, then there exists a regular $m \times n$-matrix $\boldsymbol{\Theta}$ such that

$$
\Theta[\mathbf{M}, \mathbf{N}]=\left[\begin{array}{ll}
\mathbf{M}_{1}, & \mathbf{N}_{1} \\
\mathbf{0}, & \mathbf{0}
\end{array}\right]
$$

where $\mathbf{M}_{1}, \mathbf{N}_{1} \in L\left(R_{n}, R_{m_{1}}\right)$ are such that $\operatorname{rank}\left[\mathbf{M}_{1}, \mathbf{N}_{1}\right]=m_{1}$. Let $\boldsymbol{r} \in R_{m}$, $\boldsymbol{\Theta} \mathbf{r}=\binom{\mathbf{r}_{1}}{\boldsymbol{r}_{2}}, \boldsymbol{r}_{1} \in R_{m_{1}}$ and $\boldsymbol{r}_{2} \in R_{m-m_{1}}$. Then either $\boldsymbol{r}_{2} \neq 0$ and the equation for $\mathbf{d} \in R_{2 n}$

$$
\begin{equation*}
[\mathbf{M}, \mathbf{N}] \mathbf{d}=\mathbf{r} \tag{5,17}
\end{equation*}
$$

possesses no solution or $\boldsymbol{r}_{2}=\mathbf{0}$ and $(5,17)$ is equivalent to $\left[\mathbf{M}_{1}, \mathbf{N}_{1}\right] \mathbf{d}=\boldsymbol{r}_{1}$.
5.10. Theorem. Let $\mathbf{A}, \mathbf{B}, \mathbf{M}, \mathbf{N}$ fulfil 5.1 and $\operatorname{rank}[\mathbf{M}, \mathbf{N}]=m$. Then both the homogeneous problem $(5,14),(5,15)$ and its adjoint $(5,12),(5,13)$ possesses at most a finite number of linearly independent solutions on $[0,1]$. Let $(5,14),(5,15)$ possess exactly $k$ linearly independent solutions on $[0,1]$ and let $(5,12),(5,13)$ possess exactly $k^{*}$ linearly independent solutions on $[0,1]$. Then $k^{*}-k=m-n$.

Proof. Let us assume e.g. (4,14). By 5.2 the system $(5,14),(5,15)$ possesses exactly $k=n-\operatorname{rank}[\mathbf{M}+\boldsymbol{N} \mathbf{U}(1,0)]$ linearly independent solutions on [0, 1]. (If $\boldsymbol{c}_{j} \in R_{n}$ are linearly independent solutions to (5,16), then since $\boldsymbol{U}(0,0)=\boldsymbol{I}$, the functions $\boldsymbol{x}_{\boldsymbol{j}}(t)=\boldsymbol{U}(t, 0) \boldsymbol{c}_{\boldsymbol{j}}$ are linearly independent solutions on $[0,1]$ of the system $(5,14)$, $(5,15)$.)

On the other hand, the equation $(5,5)$ has exactly $m-\operatorname{rank}[\mathbf{M}+\mathbf{N} \mathbf{U}(1,0)]=h$ linearly independent solutions. Let $\boldsymbol{\Lambda}$ denote an arbitrary $h \times n$-matrix whose rows $\lambda_{1}^{*}, \lambda_{2}^{*}, \ldots, \lambda_{h}^{*}$ are linearly independent solutions of $(5,5)$. Let us assume that the functions $\boldsymbol{y}_{j}^{*}(s)=\lambda_{j}^{*} \mathbf{N} \mathbf{V}(1, s)$ are linearly dependent on [0, 1], i.e. there is $\alpha \in R_{h}$, $\boldsymbol{\alpha} \neq \mathbf{0}$ such that $\boldsymbol{\alpha}^{*} \boldsymbol{\Lambda} \mathbf{N} \mathbf{V}(1, s) \equiv \mathbf{0}$ on $[0,1]$. In particular, $\mathbf{0}=\boldsymbol{\alpha}^{*} \boldsymbol{\Lambda} \mathbf{N} \mathbf{V}(1,1)=\boldsymbol{\alpha}^{*} \boldsymbol{\Lambda} \mathbf{N}$ and $\mathbf{0}=\boldsymbol{\alpha}^{*} \boldsymbol{\Lambda} \mathbf{N} \mathbf{V}(1,0)=-\boldsymbol{\alpha}^{*} \boldsymbol{\Lambda} \mathbf{M}$. Since $(5,17), \boldsymbol{\alpha}^{*} \boldsymbol{\Lambda}=\mathbf{0}$ and by the definition of $\boldsymbol{\Lambda}$ it is $\boldsymbol{\alpha}=\mathbf{0}$. This being a contradiction, $k^{*}=m-\operatorname{rank}[\mathbf{M}+\mathbf{N} \mathbf{U}(1,0)]$ and $k^{*}-k=m-n$.
5.11. Definition. Given $m \times n$-matrices $\mathbf{M}, \mathbf{N}$ with $\operatorname{rank}[\mathbf{M}, \mathbf{N}]=m$, any $(2 n-m) \times n$-matrices $\boldsymbol{M}^{c}, \boldsymbol{N}^{c}$ such that

$$
\operatorname{det}\left[\begin{array}{ll}
\mathbf{M}, & \mathbf{N}  \tag{5,18}\\
\mathbf{M}^{c}, & \mathbf{N}^{c}
\end{array}\right] \neq 0
$$

are called the complementary matrices to $[\mathbf{M}, \mathbf{N}]$.
5.12. Proposition. Let $\quad \mathbf{M}, \mathbf{N} \in L\left(R_{n}, R_{m}\right)$, $\operatorname{rank}[\mathbf{M}, \mathbf{N}]=m$ and let $\mathbf{M}^{c}, \mathbf{N}^{c}$ $\in L\left(R_{n}, R_{2 n-m}\right)$ be arbitrary matrices complementary to $[\mathbf{M}, \mathbf{N}]$. Then there exist uniquely determined matrices $\mathbf{P}, \mathbf{Q} \in L\left(R_{2 n-m}, R_{n}\right)$ and $\mathbf{P}^{c}, \mathbf{Q}^{\boldsymbol{c}} \in L\left(R_{m}, R_{n}\right)$ such that

$$
\operatorname{det}\left[\begin{array}{ll}
\mathbf{P}^{c}, & \mathbf{Q}  \tag{5,19}\\
\mathbf{Q}^{c}, & \mathbf{Q}
\end{array}\right] \neq 0
$$

and $\boldsymbol{y}_{1}^{*} \mathbf{x}_{1}-\boldsymbol{y}_{0}^{*} \boldsymbol{x}_{0}=\left(\boldsymbol{y}_{0}^{*} \mathbf{P}^{\boldsymbol{c}}+\boldsymbol{y}_{1}^{*} \mathbf{Q}^{c}\right)\left(\mathbf{M} \mathbf{x}_{0}+\boldsymbol{N} \mathbf{x}_{1}\right)+\left(\boldsymbol{y}_{0}^{*} \mathbf{P}+\boldsymbol{y}_{1}^{*} \mathbf{Q}\right)\left(\boldsymbol{M}^{c} \mathbf{x}_{0}+\mathbf{N}^{c} \mathbf{x}_{1}\right)$ for all $\boldsymbol{x}_{0}, \boldsymbol{x}_{1}, \boldsymbol{y}_{0}, \boldsymbol{y}_{1} \in R_{n}$.

Proof. Let $\mathbf{P}, \mathbf{Q} \in L\left(R_{2 n-m}, R_{n}\right)$ and $\mathbf{P}^{c}, \mathbf{Q}^{c} \in L\left(R_{m}, R_{n}\right)$ be such that

$$
\left[\begin{array}{ll}
\mathbf{M}, & \mathbf{N}  \tag{5,20}\\
\mathbf{M}^{c}, & \mathbf{N}^{c}
\end{array}\right]^{-1}=\left[\begin{array}{rr}
-\mathbf{P}^{c}, & -\mathbf{P} \\
\mathbf{Q}^{c}, & \mathbf{Q}
\end{array}\right] .
$$

Then

$$
\begin{align*}
-\mathbf{P}^{c} \mathbf{M}-\mathbf{P} \mathbf{M}^{c}=\mathbf{I}_{n}, & -\mathbf{P}^{c} \mathbf{N}-\mathbf{P} \mathbf{N}^{c}=\mathbf{0},  \tag{5,21}\\
\mathbf{Q}^{c} \mathbf{M}+\mathbf{Q} \mathbf{M}^{c}=\mathbf{0}, & \mathbf{Q}^{c} \mathbf{N}+\mathbf{Q} \mathbf{N}^{c}=I_{n}
\end{align*}
$$

and

$$
\left[\begin{array}{ll}
\mathbf{P}^{c}, & \mathbf{P}  \tag{5,22}\\
\mathbf{Q}^{c}, & \mathbf{Q}
\end{array}\right]\left[\begin{array}{ll}
\mathbf{M}, & \mathbf{N} \\
\mathbf{M}^{c}, & \mathbf{N}^{c}
\end{array}\right]=\left[\begin{array}{rr}
-I_{n}, & 0 \\
\mathbf{0}, & I_{n}
\end{array}\right] .
$$

Thus, given $\mathbf{x}_{0}, \mathbf{x}_{1}, \mathbf{y}_{0}, \mathbf{y}_{1} \in R_{n}$,

$$
\begin{gathered}
\mathbf{y}_{1}^{*} \mathbf{x}_{1}-\mathbf{y}_{0}^{*} \boldsymbol{x}_{0}=\left(\boldsymbol{y}_{0}^{*}, \boldsymbol{y}_{1}^{*}\right)\left[\begin{array}{rr}
-\mathbf{I}_{n}, & \mathbf{0} \\
\mathbf{0} & \mathbf{I}_{n}
\end{array}\right]\binom{\mathbf{x}_{0}}{\mathbf{x}_{1}} \\
=\left(\boldsymbol{y}_{0}^{*}, \boldsymbol{y}_{1}^{*}\right)\left[\begin{array}{ll}
\mathbf{P}^{\mathbf{c}}, & \mathbf{P} \\
\mathbf{Q}^{c}, & \mathbf{Q}
\end{array}\right]\left[\begin{array}{cc}
\mathbf{M}, & \mathbf{N} \\
\mathbf{M}^{c}, & \mathbf{N}^{c}
\end{array}\right]\binom{\mathbf{x}_{0}}{\mathbf{x}_{1}} \\
=\left(\boldsymbol{y}_{0}^{*} \mathbf{P}^{\mathbf{c}}+\mathbf{y}_{1}^{*} \mathbf{Q}^{c}\right)\left(\mathbf{M} \mathbf{x}_{0}+\mathbf{N} \mathbf{x}_{1}\right)+\left(\mathbf{y}_{0}^{*} \mathbf{P}+\boldsymbol{y}_{1}^{*} \mathbf{Q}\right)\left(\mathbf{M}^{c} \mathbf{x}_{0}+\mathbf{N}^{c} \mathbf{x}_{1}\right) .
\end{gathered}
$$

5.13. Remark. It follows from $(5,20)$ that according to 5.12 the matrices $\mathbf{P}, \mathbf{Q}$ $\in L\left(R_{2 n-m}, R_{n}\right)$ and $\mathbf{P}^{c}, \mathbf{Q}^{c} \in L\left(R_{m}, R_{n}\right)$ associated to $\boldsymbol{M}, \boldsymbol{N}, \boldsymbol{M}^{c}, \mathbf{N}^{c}$ fulfil besides $(5,21)$, $(5,22)$ also

$$
\left[\begin{array}{ll}
-\mathbf{M}, & \mathbf{N} \\
-\mathbf{M}^{c}, & \mathbf{N}^{c}
\end{array}\right]\left[\begin{array}{ll}
\mathbf{P}^{c}, & \mathbf{P} \\
\mathbf{Q}^{c}, & \mathbf{Q}
\end{array}\right]=\boldsymbol{I}_{2 n},
$$

i.e.

$$
\begin{array}{ll}
-M P^{c}+N Q^{c}=I_{m}, & -\mathbf{M P}+\mathbf{N Q}=\mathbf{0}, \\
-\mathbf{M}^{c} \mathbf{P}^{c}+\mathbf{N}^{c} \mathbf{Q}^{c}=\mathbf{0}, & -\mathbf{M}^{c} \mathbf{P}+\mathbf{N}^{c} \mathbf{Q}=\boldsymbol{I}_{2 n-m} . \tag{5,24}
\end{array}
$$

The following assertion is evident.
5.14. Proposition. Let $\mathbf{M}, \mathbf{N} \in L\left(R_{n}, R_{m}\right)$, rank $[\mathbf{M}, \mathbf{N}]=m$ and let $\mathbf{P}, \mathbf{Q} \in L\left(R_{2 n-m}, R_{n}\right)$ and $\mathbf{P}^{c}, \mathbf{Q}^{c} \in L\left(R_{m}, R_{n}\right)$ be such that $(5,19)$ and $(5,23)$ hold. Then $\mathbf{P}_{1}, \mathbf{Q}_{1} \in L\left(R_{2 n-m}, R_{n}\right)$ and $\boldsymbol{P}_{1}^{c}, \mathbf{Q}_{1}^{c} \in L\left(R_{m}, R_{n}\right)$ fulfil also $(5,19)$ and $(5,23)$ if and only if there exist a regular matrix $\mathbf{E} \in L\left(R_{2 n-m}\right)$ and $\boldsymbol{F} \in L\left(R_{m}, R_{2 n-m}\right)$ such that

$$
\begin{equation*}
P_{1}=P \mathbf{E}, \quad \mathbf{Q}_{1}=\mathbf{Q} \mathbf{E} \tag{5,25}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{P}_{1}^{c}=\mathbf{P}^{c}+\mathbf{P F}, \quad \mathbf{Q}_{1}^{c}=\mathbf{Q}^{c}+\mathbf{Q F} . \tag{5,26}
\end{equation*}
$$

5.15. Definition. Let $\boldsymbol{M}, \mathbf{N} \in L\left(R_{n}, R_{m}\right)$ and let $\boldsymbol{P}, \mathbf{Q} \in L\left(R_{2 n-m}, R_{n}\right)$ and $\boldsymbol{P}^{c}, \mathbf{Q}^{\boldsymbol{c}}$ $\in L\left(R_{m}, R_{n}\right)$ be such that $(5,19)$ and $(5,23)$ hold. Then the matrices $\mathbf{P}, \mathbf{Q}$ are called adjoint matrices associated to $[\mathbf{M}, \mathbf{N}]$ and the matrices $\boldsymbol{P}^{c}, \mathbf{Q}^{c}$ are called complementary adjoint matrices associated to $[\mathbf{M}, \mathbf{N}]$.
5.16. Remark. If $\mathbf{M}, \mathbf{N} \in L\left(R_{m}, R_{n}\right), \operatorname{rank}[\mathbf{M}, \mathbf{N}]=m$ and if $\mathbf{P}, \mathbf{Q} \in L\left(R_{2 n-m}, R_{n}\right)$ are arbitrary adjoint matrices associated to $\mathbf{M}, \mathbf{N}$, then

$$
\operatorname{rank}\left[\begin{array}{l}
\mathbf{P}  \tag{5,27}\\
\mathbf{Q}
\end{array}\right]=2 n-m
$$

and the rows of the $m \times 2 n$-matrix $[-\mathbf{M}, \mathbf{N}]$ form a basis in the space of all solutions $d^{*} \in R_{2 n}^{*}$ to the equation

$$
d^{*}\left[\begin{array}{l}
P  \tag{5,28}\\
Q
\end{array}\right]=0 .
$$

5.17. Remark. Let $\mathbf{M}, \mathbf{N} \in L\left(R_{n}, R_{m}\right)$ and $\operatorname{rank}[\mathbf{M}, \boldsymbol{N}]=m$. Let $\mathbf{P}, \mathbf{Q}$ and $\mathbf{P}^{c}, \mathbf{Q}^{c}$ be respectively adjoint and complementary adjoint matrices to $[\boldsymbol{M}, \boldsymbol{N}]$. If $\boldsymbol{y}^{*}:[0,1] \rightarrow R_{n}^{*}$ and $\lambda^{*} \in R_{m}^{*}$ fulfil $(5,13)$, then

$$
\begin{equation*}
\boldsymbol{y}^{*}(0) \mathbf{P}+\boldsymbol{y}^{*}(1) \mathbf{Q}=\mathbf{0} \tag{5,29}
\end{equation*}
$$

and

$$
\begin{equation*}
\boldsymbol{y}^{*}(0) \mathbf{P}^{\boldsymbol{c}}+\boldsymbol{y}^{*}(1) \mathbf{Q}^{\boldsymbol{c}}=\lambda^{*} . \tag{5,30}
\end{equation*}
$$

On the other hand, if $\boldsymbol{y}^{*}:[0,1] \rightarrow R_{n}^{*}$ fulfils $(5,29)$, then there exists $\lambda^{*} \in R_{m}^{*}$ such that $(5,13)$ and consequently also $(5,30)$ hold (, $2 f .5 .16)$.
5.18. Corollary. Let the assumptions 5,1 be fulfilled. Then the boundary value problem $(5,1),(5,2)$ has a solution if and only if

$$
\begin{equation*}
\boldsymbol{y}^{*}(1) \boldsymbol{f}(1)-\boldsymbol{y}^{*}(0) \boldsymbol{f}(0)-\int_{0}^{1} \mathrm{~d}\left[\boldsymbol{y}^{*}(s)\right] \boldsymbol{f}(s)=\left[\boldsymbol{y}^{*}(0) \mathbf{P}^{c}+\boldsymbol{y}^{*}(1) \mathbf{Q}^{c}\right] \boldsymbol{r} \tag{5,31}
\end{equation*}
$$

for any solution $\boldsymbol{y}^{*}:[0,1] \rightarrow R_{n}^{*}$ of the system $(5,12),(5,29)$ where $\mathbf{P}, \mathbf{Q}$ and $\mathbf{P}^{\mathbf{c}}, \mathbf{Q}^{\boldsymbol{c}}$ are respectively adjoint and complementary adjoint matrices associated to $[\mathbf{M}, \mathbf{N}]$.

Proof follows immediately from 5.5 and 5.17.
5.19. Remark. If $\boldsymbol{P}_{1}, \mathbf{Q}_{1}$ and $\boldsymbol{P}_{1}^{c}, \mathbf{Q}_{1}^{c}$ are also adjoint and complementary adjoint matrices associated to $[\mathbf{M}, \mathbf{N}]$, then by 5.14 there exist a regular matrix $\mathbf{E} \in L\left(R_{2 n-m}\right)$ and $\boldsymbol{F} \in L\left(R_{m}, R_{2 n-m}\right)$ such that for all $\boldsymbol{y}_{0}^{*}, \boldsymbol{y}_{1}^{*} \in R_{n}^{*}$ we have $\boldsymbol{y}_{0}^{*} \boldsymbol{P}_{1}+\boldsymbol{y}_{1}^{*} \mathbf{Q}_{1}$ $=\left[y_{0}^{*} \boldsymbol{P}+\boldsymbol{y}_{1}^{*} \mathbf{Q}\right] E$ and $\boldsymbol{y}_{0}^{*} \mathbf{P}_{1}^{c}+\boldsymbol{y}_{1}^{*} \mathbf{Q}_{1}^{c}=\boldsymbol{y}_{0}^{*} \mathbf{P}^{\boldsymbol{c}}+\boldsymbol{y}_{1}^{*} \mathbf{Q}^{c}+\left[\boldsymbol{y}_{0}^{*} \mathbf{P}+\boldsymbol{y}_{1}^{*} \mathbf{Q}\right] \boldsymbol{F}$. Thus $\boldsymbol{y}_{0}^{*} \mathbf{P}+\boldsymbol{y}_{1}^{*} \mathbf{Q}=\mathbf{0}$ and $\boldsymbol{y}_{0}^{*} \mathbf{P}^{\boldsymbol{c}}+\boldsymbol{y}_{1}^{*} \mathbf{Q}^{\boldsymbol{c}}=\lambda^{*}$ if and only if also $\boldsymbol{y}_{0}^{*} \boldsymbol{P}_{1}+\boldsymbol{y}_{1}^{*} \mathbf{Q}_{1}=\mathbf{0}$ and $\boldsymbol{y}_{0}^{*} \boldsymbol{P}_{1}^{c}+\boldsymbol{y}_{1}^{*} \mathbf{Q}_{1}^{c}=\lambda^{*}$. This means that neither the boundary condition $(5,29)$ nor the condition $(5,31)$ depend on the choice of the adjoint and complementary adjoint matrices associated to $[\mathbf{M}, \mathbf{N}]$.
5.20. Remark. The matrix valued functions $\mathbf{A}:[0,1] \rightarrow L\left(R_{n}\right)$ and $\mathbf{B}:[0,1] \rightarrow L\left(R_{n}\right)$ of bounded variation on $[0,1]$ fulfil 5.1 e.g. if
(i) $\boldsymbol{A}$ is left-continuous on $(0,1]$ and right-continuous at $0, \operatorname{det}\left[I+\Delta^{+} \boldsymbol{A}(t)\right] \neq 0$ on $[0,1]$ and $\boldsymbol{B}=\boldsymbol{A}_{*}$ (cf. (4,13)), or
(ii) $\left(\Delta^{+} \boldsymbol{A}(0)\right)^{2}=\left(\Delta^{-} \boldsymbol{A}(1)\right)^{2}=\mathbf{0},\left(\Delta^{+} \boldsymbol{A}(t)\right)^{2}=\left(\Delta^{-} \boldsymbol{A}(t)\right)^{2}$ on $(0,1), \operatorname{det}\left[\mathbf{I}-\left(\Delta^{+} \boldsymbol{A}(t)\right]^{2}\right.$ $\neq 0$ on $[0,1]$ and $\boldsymbol{B}=\boldsymbol{A}$, or
(iii) $\Delta^{+} \boldsymbol{A}(t)=\Delta^{-} \boldsymbol{A}(t)$ on $[0,1],\left(\Delta^{+} \boldsymbol{A}(t)\right)^{2}=\mathbf{0}$ on $[0,1]$ and $\boldsymbol{B}=\boldsymbol{A}$.
(In the case (iii)

$$
\left.\left[I+\Delta^{+} \boldsymbol{A}(t)\right]\left[\mathbf{I}-\Delta^{-} \mathbf{A}(t)\right]=\mathbf{I}-\left(\Delta^{+} \boldsymbol{A}(t)\right)^{2}=\mathbf{I} .\right)
$$

We shall see later that the problems of the type $(5,1),(5,2)$ cover also problems with a more general side condition (cf. V.7.19).

## Notes

The theory of generalized differential equations was initiated by J. Kurzweil [1], [2], [4]. It is based on the generalization of the concept of the Perron integral; special results needed in the linear case are given in 1.4. Differential equations with discontinuous solutions are considered e.g. in Stallard [2], Ligęza [2].

The paper by Hildebrandt [2] is devoted to linear differentio-Stieltjes integral equations. These equations are essentially generalized linear differential equations in our setting where the Young integral is used for the definition of a solution. Some results for the equations of this type can be found in Atkinson [1], Hönig [1], Schwabik [1], [4], Schwabik, Tvrdý [1], Mac Nerney [1], Wall [1].

Boundary value problems for generalized differential equations were for the first time mentioned in Atkinson [1] (Chapter XI). They appeared also in Halanay, Moro [1] as adjoints to boundary value problems with Stieltjes integral side conditions. A systematic study of such problems was initiated in Vejvoda, Tvrdý [1] and Tvrdý [1], [2]. Further related references are Krall [6], [8], Ligęza [1] and Zimmerberg [1], [2].

## IV. Linear boundary value problems for ordinary differential equations

## 1. Preliminaries

This chapter is concerned with boundary value problems for linear nonhomogeneous vector ordinary differential equations

$$
\begin{equation*}
\boldsymbol{x}^{\prime}-\mathbf{A}(t) \mathbf{x}=\boldsymbol{f}(t) \tag{1,1}
\end{equation*}
$$

and the corresponding homogeneous equation

$$
\begin{equation*}
\mathbf{x}^{\prime}-\mathbf{A}(t) \mathbf{x}=\mathbf{0} \tag{1,2}
\end{equation*}
$$

The differential equations $(1,1)$ and $(1,2)$ are considered in the sense of Carathéodory.
In the theory of ordinary differential equations the locution "boundary value problems" (BVP) refers to finding solutions to an ordinary differential equation which, in addition, satisfy some (additional) side conditions. In general, such conditions may require that the sought solution should belong to a prescribed set of functions. Very often this set is given as a set of solutions of a certain, generally nonlinear operator equation. In this chapter we restrict ourselves to the case of linear Stieltjes-integral side conditions of the form

$$
\begin{equation*}
\boldsymbol{S} \mathbf{x}=\boldsymbol{M} \mathbf{x}(0)+\mathbf{N} \mathbf{x}(1)+\int_{0}^{1} \mathrm{~d}[\boldsymbol{K}(t)] \mathbf{x}(t)=\mathbf{r} \tag{1,3}
\end{equation*}
$$

or

$$
\begin{equation*}
\boldsymbol{M} \mathbf{x}(0)+\boldsymbol{N} \mathbf{x}(1)+\int_{0}^{1} \mathrm{~d}[\boldsymbol{K}(t)] \mathbf{x}(t)=\mathbf{0} \tag{1,4}
\end{equation*}
$$

Throughout the chapter the following hypotheses are kept to.
1.1. Assumptions. A: $[0,1] \rightarrow L\left(R_{n}\right)$ and $\boldsymbol{f}:[0,1] \rightarrow R_{n}$ are L-integrable on $[0,1]$ $\left(\boldsymbol{f} \in L_{n}^{1}\right) ; \boldsymbol{M}$ and $\mathbf{N} \in L\left(R_{n}, R_{m}\right), \boldsymbol{r} \in R_{m}, m \geq 1$ and $\boldsymbol{K}:[0,1] \rightarrow L\left(R_{n}, R_{m}\right)$ is of bounded variation on $[0,1]$.
1.2. Definition. A function $\mathbf{x}:[0,1] \rightarrow R_{n}$ is a solution to the equation (1,1) on $[0,1]$ if it is absolutely continuous on $[0,1]\left(\mathbf{x} \in A C_{n}\right)$ and verifies $\mathbf{x}^{\prime}(t)-\mathbf{A}(t) \mathbf{x}(t)$ $=f(t)$ a.e. on $[0,1]$.
1.3. Remark. Consequently $\mathbf{x}:[0,1] \rightarrow R_{n}$ is a solution to $(1,1)$ on $[0,1]$ if and only if for any $t, t_{0} \in[0,1]$

$$
\mathbf{x}(t)=\mathbf{x}\left(t_{0}\right)+\int_{t_{0}}^{t} \boldsymbol{A}(s) \mathbf{x}(s) \mathrm{d} s+\int_{t_{0}}^{t} \boldsymbol{f}(s) \mathrm{d} s
$$

i.e. $(1,1)$ is a special case of the linear generalized differential equation

$$
\begin{equation*}
\mathrm{d} \mathbf{x}=\mathrm{d}[\mathbf{B}] \mathbf{x}+\mathrm{d} \mathbf{g} \quad\left(\mathbf{B}(t)=\int_{0}^{t} \mathbf{A}(s) \mathrm{d} s, \quad \mathbf{g}(t)=\int_{0}^{t} f(s) \mathrm{d} s\right) . \tag{1,5}
\end{equation*}
$$

1.4. Definition. A function $\mathbf{x}:[0,1] \rightarrow R_{n}$ is a solution to the nonhomogeneous boundary value problem $(B V P)(1,1),(1,3)$ (verifies the system $(1,1),(1,3))$ if it is a solution of $(1,1)$ on $[0,1]$ and satisfies $(1,3)$. The problem of finding a solution $\mathbf{x}:[0,1] \rightarrow R_{n}$ of the homogeneous equation $(1,2)$ on $[0,1]$ which fulfils also $(1,4)$ is called the homogeneous BVP $(1,2),(1,4)$.
1.5. Notation. Throughout the chapter $\mathbf{U}:[0,1] \times[0,1] \rightarrow L\left(R_{n}\right)$ is the fundamental matrix for the equation $(1,5)$ defined by III.2.2 and $\mathbf{X}(t)=\mathbf{U}(t, 0)$.

Let us recall that $\operatorname{det} \mathbf{X}(t) \neq 0$ on $[0,1], \boldsymbol{U}(t, s)=\mathbf{X}(t) \boldsymbol{X}^{-1}(s)$ on $[0,1] \times[0,1]$,

$$
\begin{equation*}
\boldsymbol{X}(t) \boldsymbol{X}^{-1}(s)=\mathbf{I}+\int_{s}^{t} \boldsymbol{A}(\tau) \boldsymbol{X}(\tau) \boldsymbol{X}^{-1}(s) \mathrm{d} \tau \quad \text { for all } t, s \in[0,1] \tag{1,6}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{X}(t) \mathbf{X}^{-1}(s)=\mathbf{I}+\int_{s}^{t} \mathbf{X}(t) \boldsymbol{X}^{-1}(\tau) \mathbf{A}(\tau) \mathrm{d} \tau \quad \text { for all } \quad t, s \in[0,1] \tag{1,7}
\end{equation*}
$$

Both $\boldsymbol{X}(t)$ and $\boldsymbol{X}^{-1}(s)$ are absolutely continuous on $[0,1]$. The variation-of-constants formula reduces to

$$
\begin{equation*}
\mathbf{x}(t)=\mathbf{U}\left(t, t_{0}\right) \mathbf{x}\left(t_{0}\right)+\int_{t_{0}}^{t} \boldsymbol{U}(t, s) \boldsymbol{f}(s) \mathrm{d} s \quad \text { for all } \quad t, t_{0} \in[0,1] \tag{1,8}
\end{equation*}
$$

1.6. Remark. Since $\boldsymbol{A}(t)$ is supposed to be $L$-integrable on $[0,1]$, for any $\mathbf{x} \in A C_{n}$ the function $\mathbf{x}^{\prime}(t)-\boldsymbol{A}(t) \mathbf{x}(t)$ is defined a.e. on $[0,1]$ and is $L$-integrable on $[0,1]$. Hence the operator

$$
\begin{equation*}
\mathbf{L}: \mathbf{x} \in A C_{n} \rightarrow \mathbf{L x}, \quad(\mathbf{L x})(t)=\mathbf{x}^{\prime}(t)-\mathbf{A}(t) \mathbf{x}(t) \quad \text { a.e. on }[0,1] \tag{1,9}
\end{equation*}
$$

maps $A C_{n}$ into $L_{n}^{1}$. Obviously it is linear and

$$
\begin{gathered}
\|\boldsymbol{L} \mathbf{x}\|_{L^{1}}=\int_{0}^{1}\left|\mathbf{x}^{\prime}(t)-\mathbf{A}(t) \mathbf{x}(t)\right| \mathrm{d} t \leq \int_{0}^{1}\left|\mathbf{x}^{\prime}(t)\right| \mathrm{d} t+\left(\int_{0}^{1}|\boldsymbol{A}(t)| \mathrm{d} t\right) \sup _{t \in[0,1]}|\mathbf{x}(t)| \\
\leq\left(1+\int_{0}^{1}|\boldsymbol{A}(t)| \mathrm{d} t\right)\|\mathbf{x}\|_{A C}
\end{gathered}
$$

for any $\mathbf{x} \in A C_{n}$. Moreover, for a given $\mathbf{x} \in C_{n}$

$$
\left|\boldsymbol{M} \mathbf{x}(0)+\mathbf{N} \mathbf{x}(1)+\int_{0}^{1} \mathrm{~d}[\boldsymbol{K}(t)] \mathbf{x}(t)\right| \leq\left(|\boldsymbol{M}|+|\boldsymbol{N}|+\operatorname{var}_{0}^{1} \boldsymbol{K}\right)\|\boldsymbol{x}\|_{C}
$$

and the operator

$$
\begin{equation*}
\mathbf{S}: \mathbf{x} \in C_{n} \rightarrow \boldsymbol{M} \mathbf{x}(0)+\mathbf{N} \mathbf{x}(1)+\int_{0}^{1} \mathrm{~d}[\boldsymbol{K}(t)] \mathbf{x}(t) \in R_{m} \tag{1,10}
\end{equation*}
$$

is linear and bounded. Consequently, under the assumptions 1.1

$$
\mathscr{L}: \mathbf{x} \in A C_{n} \rightarrow\left[\begin{array}{c}
\mathbf{L x} \\
\mathbf{S x}
\end{array}\right] \in L_{n}^{1} \times R_{m}
$$

is linear and bounded. The given BVP $(1,1),(1,3)$ may be now rewritten as the linear operator equation

$$
\mathscr{L} x=\binom{\mathbf{f}}{\mathbf{r}}
$$

1.7. Proposition. Given $\boldsymbol{c} \in R_{n}$ and $\boldsymbol{f} \in L_{n}^{1}$, the unique solution $\mathbf{x}$ to $(1,1)$ on $[0,1]$ such that $\mathbf{x}(0)=\mathbf{c}$ can be expressed in the form

$$
\mathbf{x}(t)=(\mathbf{U c})(t)+(\mathbf{V} \boldsymbol{f})(t) \quad \text { on }[0,1]
$$

where

$$
\begin{equation*}
\mathbf{U}: \mathbf{c} \in R_{n} \rightarrow \mathbf{X}(t) \mathbf{c} \in A C_{n} \tag{1,11}
\end{equation*}
$$

and

$$
\begin{equation*}
\boldsymbol{V}: \boldsymbol{f} \in L_{n}^{1} \rightarrow \boldsymbol{X}(t) \int_{0}^{t} \boldsymbol{X}^{-1}(s) \boldsymbol{f}(s) \mathrm{d} s \in A C_{n} \tag{1,12}
\end{equation*}
$$

are linear and bounded operators.
Proof. The linearity is obvious. Let $\mathbf{c} \in R_{n}$ and $\boldsymbol{f} \in L_{n}^{1}$. Then

$$
\|\boldsymbol{U} \mathbf{c}\|_{A C} \leq\left(1+\int_{0}^{1}\left|\boldsymbol{X}^{\prime}(t)\right| \mathrm{d} t\right)|\boldsymbol{c}|=x_{1}|\boldsymbol{c}|, \quad \varkappa_{1}<\infty
$$

and

$$
\begin{gathered}
\| \mathbf{V} \boldsymbol{\| _ { A C }}=\int_{0}^{1}\left|\boldsymbol{X}^{\prime}(t)\left(\int_{0}^{t} \boldsymbol{X}^{-1}(s) \boldsymbol{f}(s) \mathrm{d} s\right)+\boldsymbol{f}(t)\right| \mathrm{d} t \\
\leq\left[\left(\int_{0}^{1}\left|\boldsymbol{X}^{\prime}(t)\right| \mathrm{d} t\right)\left(\sup _{s \in[0,1]}\left|\boldsymbol{X}^{-1}(s)\right|\right)+1\right]\|\boldsymbol{f}\|_{L^{1}}=x_{2}\|\boldsymbol{f}\|_{L^{1}}, \quad x_{2}<\infty .
\end{gathered}
$$

1.8. Remark. By the Riesz Representation Theorem an arbitrary linear bounded mapping S: $C_{n} \rightarrow R_{m}$ may be expressed in the form (1,10), where $\boldsymbol{M}=\mathbf{N}=\mathbf{0}$.

If $\boldsymbol{K}(t)$ is the sum of a series of the simple jump functions of bounded variation on $[0,1]$ with the jumps $\Delta \boldsymbol{K}_{j}$ at $t=\tau_{j} \in[0,1](j=1,2, \ldots)$, then $(1,3)$ reduces to the infinite point condition (cf. I.4.23)

$$
\boldsymbol{M} \mathbf{x}(0)+\sum_{j=1}^{\infty} \Delta \boldsymbol{K}_{j} \mathbf{x}\left(\tau_{j}\right)+\boldsymbol{N} \mathbf{x}(1)=\boldsymbol{r} \quad\left(\sum_{j=1}^{\infty}\left|\Delta \boldsymbol{K}_{j}\right|<\infty\right) .
$$

In particular, if $\boldsymbol{K}(t)$ is a finite-step function on $[0,1]\left(\boldsymbol{K}(t)=\boldsymbol{K}_{j}\right.$ for $\tau_{j-1} \leq t<\tau_{j}$ $(j=1,2, \ldots, p-1), \boldsymbol{K}(t)=\boldsymbol{K}_{p}$ for $\tau_{p-1} \leq t \leq 1$ where $\left.0=\tau_{0}<\tau_{1}<\ldots<\tau_{p}=1\right)$, then $(1,3)$ reduces to the multipoint condition

$$
\boldsymbol{M} \mathbf{x}(0)+\sum_{j=1}^{p-1} \Delta \boldsymbol{K}_{j} \mathbf{x}\left(\tau_{j}\right)+\boldsymbol{N} \mathbf{x}(1)=\boldsymbol{r} \quad\left(\Delta \boldsymbol{K}_{j}=\boldsymbol{K}_{j+:}-\boldsymbol{K}_{j}\right)
$$

or even to the two-point boundary conditions (if $\Delta \boldsymbol{K}_{j}=\mathbf{0}, j=1,2, \ldots, p-1$ ).
The problem of determining a function $\mathbf{x}:[0,1] \rightarrow R_{n}$ absolutely continuous on each subinterval $\left(\tau_{j}, \tau_{j+1}\right)\left(j=0,1, \ldots, p-1,0=\tau_{0}<\tau_{1}<\ldots<\tau_{p}=1\right)$ and such that $\mathbf{x}^{\prime}(t)-\mathbf{A}(t) \boldsymbol{x}(t)=\boldsymbol{f}(t)$ a.e. on $[0,1]$ and

$$
\mathbf{M} \mathbf{x}(0)+\sum_{j=0}^{p-1}\left[\mathbf{M}_{j} \mathbf{x}\left(\tau_{j}+\right)+\mathbf{N}_{j} \mathbf{x}\left(\tau_{j+1}-\right)\right]+\mathbf{N} \mathbf{x}(1)=\mathbf{r}
$$

is called the interface problem and is to be dealt with separately.
1.9. Remark. If we put $\boldsymbol{K}_{0}(t)=\boldsymbol{K}(t+)-\boldsymbol{K}(1-)$ for $t \in[0,1)$ and $\boldsymbol{K}_{0}(1)=\boldsymbol{0}$, then $\boldsymbol{K}-\boldsymbol{K}_{0}$ is of bounded variation on $[0,1], \Delta^{+} \boldsymbol{K}_{0}(t)=\mathbf{0}$ on $[0,1), \boldsymbol{K}_{0}(1-)=\boldsymbol{K}_{0}(1)$ $=\mathbf{0}, \quad \boldsymbol{K}(t+)-\boldsymbol{K}_{0}(t+)=\boldsymbol{K}(t-)-\boldsymbol{K}_{0}(t-)=\mathbf{0} \quad$ on $\quad[0,1], \quad \boldsymbol{K}(1)-\boldsymbol{K}_{0}(1)=\boldsymbol{K}(1)$, $\boldsymbol{K}(0)-\boldsymbol{K}_{0}(0)=-\Delta^{+} \boldsymbol{K}(0)-\boldsymbol{K}(1-)$ and hence for any $\boldsymbol{x} \in C_{n}$ (cf. I.4.23 and I.5.5)

$$
\boldsymbol{M} \mathbf{x}(0)+\boldsymbol{N} \mathbf{x}(1)+\int_{0}^{1} \mathrm{~d}[\boldsymbol{K}(t)] \mathbf{x}(t)=\boldsymbol{M}_{0} \mathbf{x}(0)+\mathbf{N}_{0} \mathbf{x}(1)+\int_{0}^{1} \mathrm{~d}\left[\boldsymbol{K}_{0}(t)\right] \mathbf{x}(t)
$$

$\left(\boldsymbol{M}_{0}=\boldsymbol{M}-\Delta^{+} \boldsymbol{K}(0)-\boldsymbol{K}(1-), \quad \boldsymbol{N}_{0}=\mathbf{N}+\boldsymbol{K}(1).\right)$
Thus, without any loss of generality we may add the following hypotheses to 1.1.
1.10. Assumptions. $K(t)$ is right-continuous on $[0,1)$, left-continuous at 1 and $K(1)=0$.
1.11. Definition. The side condition $(1,3)(\boldsymbol{S} \boldsymbol{x}=\boldsymbol{r})$ is linearly dependent if there exists $\boldsymbol{q} \in R_{m}, \boldsymbol{q} \neq \mathbf{0}$ such that $\boldsymbol{q}^{*}(\boldsymbol{S} \boldsymbol{x})=0$ for all $\mathbf{x} \in A C_{n}$. It is linearly independent if it is not linearly dependent.
1.12. Proposition. Let $\boldsymbol{M}, \boldsymbol{N}$ and $\boldsymbol{K}(t)$ fulfil the hypotheses 1.1 and 1.10. Then the side condition $(1,3)$ is linearly dependent if and only if there is $\boldsymbol{q} \in R_{m}, \mathbf{q} \neq \mathbf{0}$ such that

$$
\boldsymbol{q}^{*} \boldsymbol{M}=\boldsymbol{q}^{*} \mathbf{N} \equiv \boldsymbol{q}^{*} \boldsymbol{K}(t) \equiv \mathbf{0} \quad \text { on }[0,1]
$$

Proof. Let $\boldsymbol{q} \neq \mathbf{0}$ and let

$$
\begin{equation*}
\boldsymbol{q}^{*}\left[\boldsymbol{M} \mathbf{x}(0)+\boldsymbol{N} \mathbf{x}(1)+\int_{0}^{1} \mathrm{~d}[\boldsymbol{K}(t)] \mathbf{x}(t)\right]=0 \quad \text { for each } \quad \mathbf{x} \in A C_{n} . \tag{1,13}
\end{equation*}
$$

Then for every $\mathbf{x} \in A C_{n}$ with $\mathbf{x}(0)=\mathbf{x}(1)=\mathbf{0}$ we have

$$
\int_{0}^{1} \mathrm{~d}\left[\mathbf{q}^{*} \boldsymbol{K}(t)\right] \mathbf{x}(t)=0 .
$$

By I.5.17 this implies $\mathbf{q}^{*} \boldsymbol{K}(t)=\mathbf{0}$ on $[0,1]$ and hence $(1,13)$ reduces to

$$
\mathbf{q}^{*}[\mathbf{M} \mathbf{c}+\mathbf{N d}]=\mathbf{0} \quad \text { for all } \quad \mathbf{c}, \boldsymbol{d} \in R_{n} .
$$

Choosing $\mathbf{c}=\mathbf{0}$ and $\boldsymbol{d} \in R_{n}$ arbitrary or $\boldsymbol{d}=\mathbf{0}$ and $\mathbf{c} \in R_{n}$ arbitrary, we obtain $\mathbf{q}^{*} \mathbf{N}=\mathbf{0}$ or $\mathbf{q}^{\mathbf{*}} \mathbf{M}=\mathbf{0}$, respectively.
1.13. Definition. The side condition $(1,3)$ is said to be nonzero if the corresponding operator $\boldsymbol{S}$ given by $(1,10)$ is nonzero. Given $\boldsymbol{r} \in R_{m}$, the side condition $(1,3)$ is reasonable if $\mathbf{q}^{*} \boldsymbol{r}=0$ for any $\mathbf{q} \in R_{m}$ such that $\mathbf{q}^{*}(\mathbf{S x})=0$ for all $\mathbf{x} \in A C_{n}$. (Obviously, given $\binom{\mathbf{f}}{\boldsymbol{r}} \in L_{n}^{1} \times R_{m}$, BVP $(1,1),(1,3)$ may be solvable only if the side condition $(1,3)$ is reasonable.)

Given $\mathbf{x} \in A C_{n}$, let $S_{j} \mathbf{x}(j=1,2, \ldots, m)$ denote the components of the vector $\boldsymbol{S x} \in R_{m}$. Then $S_{j}: x \in A C_{n} \rightarrow S_{j} x \in R$ are linear bounded functionals on $A C_{n}$ and the side condition $(1,3)$ may be rewritten as the system of equations $S_{j} x=r_{j}$ $(j=1,2, \ldots, m)$, where $r_{j}$ are components of the vector $r$. The side condition (1,3) is linearly dependent if and only if the functionals $S_{j} \in A C_{n}^{*}(j=1,2, \ldots, m)$ are linearly dependent. Since the linear subspace of $A C_{n}$ spanned on $\left\{S_{1}, S_{2}, \ldots, S_{m}\right\}$ is finite dimensional, the following assertion is obvious.
1.14. Proposition. If the side condition $(1,3)$ is nonzero and reasonable, then there exist a natural number $l$, matrices $\mathbf{M}_{0}, \mathbf{N}_{0} \in L\left(R_{n}, R_{l}\right), \boldsymbol{r}_{0} \in R_{l}$ and a function $\boldsymbol{K}_{0}:[0,1] \rightarrow L\left(R_{n}, R_{l}\right)$ of bounded variation on $[0,1]$ such that the condition

$$
\boldsymbol{S}_{0} \mathbf{x}=\boldsymbol{M}_{0} \mathbf{x}(0)+\boldsymbol{N}_{0} \mathbf{x}(1)+\int_{0}^{1} \mathrm{~d}\left[\boldsymbol{K}_{0}(t)\right] \mathbf{x}(t)=\boldsymbol{r}_{0}
$$

is linearly independent, while $\boldsymbol{S} \mathbf{x}=\boldsymbol{r}$ for $\mathbf{x} \in A C_{n}$ if and only if $\mathbf{S}_{0} \mathbf{x}=\boldsymbol{r}_{0}$.
Henceforth let us assume that the side condition $(1,3)$ is reasonable, linearly independent and fulfils the hypotheses 1.1 and 1.10 . Let us denote by $p$ the dimension of the linear subspace spanned on the rows of $\boldsymbol{K}(t)$. If $0<p<m$, then there exists a regular $m \times m$-matrix $\Sigma_{1}$ such that

$$
\boldsymbol{\Sigma}_{1} \boldsymbol{K}(t) \equiv\left[\begin{array}{c}
0 \\
\tilde{\mathbf{K}}(t)
\end{array}\right] \quad \text { on }[0,1]
$$

where the rows of $\tilde{\boldsymbol{K}}:[0,1] \rightarrow L\left(R_{n}, R_{p}\right)$ are linearly independent on $[0,1]$. Let us denote $m_{0}=m-p$ and let the matrices $\boldsymbol{M}_{0}, \mathbf{N}_{0} \in L\left(R_{n}, R_{m_{0}}\right)$ and $\tilde{\mathbf{M}}, \tilde{\mathbf{N}} \in L\left(R_{n}, R_{p}\right)$ be such that

$$
\Sigma_{1}[\mathbf{M}, \boldsymbol{N}, \boldsymbol{K}(t)]=\left[\begin{array}{lll}
\mathbf{M}_{0}, & \mathbf{N}_{0}, & 0 \\
\tilde{\mathbf{M}}, & \tilde{\mathbf{N}}, & \tilde{\boldsymbol{K}}(t)
\end{array}\right]
$$

If there were $\boldsymbol{\alpha}^{*}\left[\mathbf{M}_{0}, \mathbf{N}_{0}\right]=\mathbf{0}$, then $\boldsymbol{\beta}^{*} \boldsymbol{\Sigma}_{1}[\mathbf{M}, \boldsymbol{N}, \boldsymbol{K}(t)] \equiv \mathbf{0}$ or according to 1.12 $\boldsymbol{\beta}^{*} \boldsymbol{\Sigma}_{1}=\mathbf{0}$ should hold for $\boldsymbol{\beta}^{*}=\left(\boldsymbol{\alpha}^{*}, \mathbf{0}\right) \in R_{m}^{*}$. As $\boldsymbol{\Sigma}_{1}$ is regular, $\boldsymbol{\beta}^{*} \Sigma_{1}=\mathbf{0}$ implies $\boldsymbol{\beta}^{*}=\mathbf{0}$ and hence also $\boldsymbol{\alpha}^{*}=\mathbf{0}$. This means that the $m_{0} \times 2 n$-matrix $\left[\mathbf{M}_{0}, \mathbf{N}_{0}\right]$ has a full $\operatorname{rank}\left(\operatorname{rank}\left[\mathbf{M}_{0}, \mathbf{N}_{0}\right]=m_{0}\right)$. If $\operatorname{rank}[\mathbf{M}, \boldsymbol{N}]=m_{0}+m_{1}$, i.e.

$$
\operatorname{rank}\left[\begin{array}{ll}
\mathbf{M}_{0}, & \mathbf{N}_{0} \\
\tilde{\mathbf{M}}, & \tilde{\mathbf{N}}
\end{array}\right]=m_{0}+m_{1} \quad\left(0 \leq m_{1} \leq p\right)
$$

then there exists a regular $p \times p$-matrix $\boldsymbol{\Sigma}_{2}$ such that

$$
\left[\begin{array}{cc}
\boldsymbol{I}_{m_{0}}, & \mathbf{0} \\
\mathbf{0}, & \Sigma_{2}
\end{array}\right]\left[\begin{array}{ll}
\mathbf{M}_{0}, & \mathbf{N}_{0} \\
\tilde{\mathbf{M}}, & \tilde{\mathbf{N}}
\end{array}\right]=\left[\begin{array}{ll}
\mathbf{M}_{0} & \mathbf{N}_{0} \\
\mathbf{M}_{1} . & \mathbf{N}_{1} \\
\mathbf{0}, & \mathbf{0}
\end{array}\right]
$$

where $\mathbf{M}_{1}, \boldsymbol{N}_{1} \in L\left(R_{n}, R_{m_{1}}\right)$ are such that

$$
\operatorname{rank}\left[\begin{array}{l}
\mathbf{M}_{0}, \mathbf{N}_{0}  \tag{1,15}\\
\mathbf{M}_{1}, \\
\mathbf{N}_{1}
\end{array}\right]=m_{0}+m_{1}
$$

Denoting

$$
\Theta=\left[\begin{array}{cc}
I_{m_{0}}, & 0 \\
0, & \Sigma_{2}
\end{array}\right] \Sigma_{1}
$$

we obtain

$$
\boldsymbol{\Theta}[\boldsymbol{M}, \boldsymbol{N}, \boldsymbol{K}(t)] \equiv\left[\begin{array}{lll}
\boldsymbol{M}_{0}, & \boldsymbol{N}_{0}, & \mathbf{0}  \tag{1,16}\\
\boldsymbol{M}_{1}, & \boldsymbol{N}_{1}, & \boldsymbol{K}_{1}(t) \\
\mathbf{0}, & \mathbf{0}, & \boldsymbol{K}_{2}(t)
\end{array}\right]
$$

where $\boldsymbol{K}_{1}:[0,1] \rightarrow L\left(R_{n}, R_{m_{1}}\right), \boldsymbol{K}_{2}:[0,1] \rightarrow L\left(R_{n}, R_{m_{2}}\right)\left(m_{1}+m_{2}=p\right)$ are given by

$$
\left[\begin{array}{l}
\boldsymbol{K}_{1}(t) \\
\boldsymbol{K}_{2}(t)
\end{array}\right] \equiv \boldsymbol{K}^{0}(t) \equiv \boldsymbol{\Sigma}_{2} \tilde{\boldsymbol{K}}(t) \quad \text { on }[0,1]
$$

As $\boldsymbol{\Sigma}_{2}$ is regular, the rows of the $p \times n$-matrix $\boldsymbol{K}^{0}(t)$ are linearly independent on $[0,1]$. Finally, let us notice that the $m \times m$-matrix $\boldsymbol{\Theta}$ is regular. To summarize:
1.15. Theorem. Any linearly independent and reasonable Stieltjes-integral side condition $(1,3)$ fulfilling 1.1 and 1.10 is equivalent to the system

$$
\begin{align*}
\boldsymbol{M}_{0} \mathbf{x}(0)+\mathbf{N}_{1} \mathbf{x}(1) & =\boldsymbol{r}_{0}  \tag{1,17}\\
\boldsymbol{M}_{1} \mathbf{x}(0)+\boldsymbol{N}_{1} \mathbf{x}(1)+\int_{0}^{1} \mathrm{~d}\left[\boldsymbol{K}_{1}(t)\right] \mathbf{x}(t) & =\boldsymbol{r}_{1} \\
\int_{0}^{1} \mathrm{~d}\left[\boldsymbol{K}_{2}(t)\right] \mathbf{x}(t) & =\boldsymbol{r}_{2}
\end{align*}
$$

where $\boldsymbol{r}_{0} \in R_{m_{0}}, \mathbf{r}_{1} \in R_{m_{1}}, \boldsymbol{r}_{2} \in R_{m_{2}}$ and the $m_{0} \times n$-matrices $\mathbf{M}_{0}, \mathbf{N}_{0}$, the $m_{1} \times n$ matrices $\mathbf{M}_{1}, \mathbf{N}_{1}, \boldsymbol{K}_{1}(t)$ and the $m_{2} \times n$-matrix $\boldsymbol{K}_{2}(t)$ are such that $(1,15)$ holds and the rows of the $\left(m_{1}+m_{2}\right) \times n$-matrix $\left[\boldsymbol{K}_{1}^{*}(t), \boldsymbol{K}_{2}^{*}(t)\right]^{*}$ are linearly independent on $[0,1]$. There exists a regular $m \times m$-matrix $\boldsymbol{\Theta}$ such that $(1,16)$ and $\boldsymbol{\Theta} \boldsymbol{r}=\left(\boldsymbol{r}_{0}^{*}, \boldsymbol{r}_{1}^{*}, \boldsymbol{r}_{2}^{*}\right)^{*}$ hold.
1.16. Definition. The system $(1,17)$ associated to $(1,3)$ by 1.15 is said to be the canonical form of $(1,3)$.
1.17. Remark. By I.5.16 the general form of the linear bounded operator S: $A C_{n} \rightarrow R_{m}$ is

$$
\begin{equation*}
\mathbf{S}: \mathbf{x} \in A C_{n} \rightarrow \boldsymbol{M} \mathbf{x}(0)+\int_{0}^{1} \boldsymbol{K}(t) \mathbf{x}^{\prime}(t) \mathrm{d} t \tag{1,18}
\end{equation*}
$$

where $\mathbf{M} \in L\left(R_{n}, R_{m}\right)$ and $\boldsymbol{K}:[0,1] \rightarrow L\left(R_{n}, R_{m}\right)$ is measurable and essentially bounded on $[0,1]$. If $\boldsymbol{K}$ is of bounded variation on $[0,1]$, then by integrating by parts we may easily reduce $\boldsymbol{S}$ to the form $(1,10)$.

Most of the results given in this chapter may be extended to BVP with the side operator $\boldsymbol{S}$ of the form $(1,18)$. Some of them are formulated and proved in the following chapter for more general BVP which include integro-differential equations, the rest is left to the reader.

## 2. Duality theory

Let us consider BVP $(1,1),(1,3)$, i.e. the system

$$
\begin{equation*}
\boldsymbol{x}^{\prime}-\mathbf{A}(t) \mathbf{x}=\boldsymbol{f}(t) \tag{1,1}
\end{equation*}
$$

$(1,3) \quad \boldsymbol{M} \mathbf{x}(0)+\boldsymbol{N} \mathbf{x}(1)+\int_{0}^{1} \mathrm{~d}[\boldsymbol{K}(t)] \mathbf{x}(t)=\mathbf{r}$,
where $\mathbf{A}:[0,1] \rightarrow L\left(R_{n}\right), \mathbf{M}$ and $\mathbf{N} \in L\left(R_{n}, R_{m}\right)$ and $\boldsymbol{K}:[0,1] \rightarrow L\left(R_{n}, R_{m}\right)$ fulfil 1.1 and 1.10. Moreover, we suppose that ( 1,3 ) is nonzero and reasonable (see 1.13).

Let $f \in L_{n}^{1}$ and $r \in R_{m}$. By the variation-of-constants formula 1.7 a function $x:[0,1] \rightarrow R_{n}$ is a solution to $\operatorname{BVP}(1,1),(1,3)$ if and only
and

$$
\begin{equation*}
(S U) c=r-(S V) f \tag{2,1}
\end{equation*}
$$

where $\mathbf{U}: R_{n} \rightarrow A C_{n}$ and $\mathbf{V}: L_{n}^{1} \rightarrow A C_{n}$ are the linear bounded operators respectively given by $(1,11)$ and $(1,12)$,
and

$$
\mathbf{S U}=\boldsymbol{M} \boldsymbol{X}(0)+\boldsymbol{N} \boldsymbol{X}(1)+\int_{0}^{1} \mathrm{~d}[\boldsymbol{K}(t)] \boldsymbol{X}(t)
$$

$$
\begin{equation*}
(\mathbf{S V}) \boldsymbol{f}=\mathbf{N} \boldsymbol{X}(1) \int_{0}^{1} \boldsymbol{X}^{-1}(t) \boldsymbol{f}(t) \mathrm{d} t+\int_{0}^{1} \mathrm{~d}[\boldsymbol{K}(t)] \boldsymbol{X}(t) \int_{0}^{t} \boldsymbol{X}^{-1}(s) \boldsymbol{f}(s) \mathrm{d} s \tag{2,2}
\end{equation*}
$$

This yields immediately the following necessary and sufficient condition for the existence of a solution to BVP $(1,1),(1,3)$.
2.1. Theorem. $B V P(1,1),(1,3)$ has a solution if and only if

$$
\begin{equation*}
\lambda^{*}(\mathbf{S U})=\mathbf{0} \tag{2,3}
\end{equation*}
$$

implies

$$
\begin{equation*}
\lambda^{*}(\mathbf{S V}) \boldsymbol{f}=\lambda^{*} \boldsymbol{r} . \tag{2,4}
\end{equation*}
$$

2.2. Remark. Applying the Dirichlet formula I.4.32 to $(2,2)$ we obtain for any $\boldsymbol{f} \in L_{n}^{1}$

$$
\begin{equation*}
(\mathbf{S V}) \boldsymbol{f}=\int_{0}^{1} \boldsymbol{F}(t) \boldsymbol{f}(t) \mathrm{d} t \tag{2,5}
\end{equation*}
$$

where

$$
\begin{equation*}
\boldsymbol{F}(t)=\left(\mathbf{N} \mathbf{X}(1)+\int_{t}^{1} \mathrm{~d}[\boldsymbol{K}(s)] \boldsymbol{X}(s)\right) \boldsymbol{X}^{-1}(t) \quad \text { on }[0,1] . \tag{2,6}
\end{equation*}
$$

Hence the condition $(2,4)$ may be rewritten as

$$
\int_{0}^{1} \lambda^{*} \boldsymbol{F}(t) \boldsymbol{f}(t) \mathrm{d} t=\lambda^{*} \boldsymbol{r} .
$$

By (III. 4,8 ) the $n$-vector valued function $\boldsymbol{y}^{*}(t)=\lambda^{*} \boldsymbol{F}(t)$ is for any $\lambda^{*} \in R_{m}^{*}$ a unique solution of the initial value problem

$$
\begin{equation*}
\mathrm{d} \boldsymbol{y}^{*}=-\boldsymbol{y}^{*} \mathrm{~d}[\boldsymbol{B}]-\mathrm{d}\left(\lambda^{*} \boldsymbol{K}\right) \quad \text { on }[0,1] \quad\left(\boldsymbol{B}(t)=\int_{0}^{t} \boldsymbol{A}(s) \mathrm{d} s\right), \quad \boldsymbol{y}^{*}(1)=\lambda^{*} \mathbf{N} \tag{2,7}
\end{equation*}
$$

(In fact, if $\boldsymbol{h} \in B V_{n}$ is right-continuous on $[0,1)$ and left-continuous at 1 , then integrating by parts (cf. I.4.33) we reduce the variation-of-constants formula for the initial value problem

$$
\mathrm{d} \boldsymbol{y}^{*}=-\boldsymbol{y}^{*} \mathrm{~d}[\mathbf{B}]-\mathrm{d} \boldsymbol{h}^{*}, \quad \boldsymbol{y}^{*}(1)=\boldsymbol{y}_{1}^{*}
$$

to the form

$$
\begin{equation*}
\left.\boldsymbol{y}^{*}(t)=\left(\boldsymbol{y}_{1}^{*} \boldsymbol{X}(1)+\int_{t}^{1} \mathrm{~d}\left[\boldsymbol{h}^{*}(s)\right] \boldsymbol{X}(s)\right) \boldsymbol{X}^{-1}(t) \quad \text { on }[0,1] .\right) \tag{2,7a}
\end{equation*}
$$

Furthermore, if $\lambda^{*}(\mathbf{S U})=\mathbf{0}$, then

$$
\boldsymbol{y}^{*}(0)=\lambda^{*}\left(\boldsymbol{N} \boldsymbol{X}(1)+\int_{0}^{1} \mathrm{~d}[\boldsymbol{K}(t)] \boldsymbol{X}(t)\right)=-\lambda^{*} \boldsymbol{M} .
$$

On the other hand, it follows from the variation-of-constants formula that if $y^{*}:[0,1] \rightarrow R_{n}^{*}$ and $\lambda^{*} \in R_{m}^{*}$ solve $(2,7)$ on $[0,1]$ and

$$
\begin{equation*}
\boldsymbol{y}^{*}(0)+\lambda^{*} \mathbf{M}=\mathbf{0}, \quad \boldsymbol{y}^{*}(1)-\lambda^{*} \mathbf{N}=\mathbf{0}, \tag{2,8}
\end{equation*}
$$

then
$(2,9) \quad \boldsymbol{y}^{*}(t)=\lambda^{*} \boldsymbol{F}(t) \quad$ on $[0,1]$ and $\quad \lambda^{*}(\mathbf{S U})=-\boldsymbol{y}^{*}(0)+\boldsymbol{y}^{*}(0)=\mathbf{0}$.
This completes the proof of the following theorem.
2.3. Theorem. $\operatorname{BVP}(1,1),(1,3)$ has a solution if and only if

$$
\begin{equation*}
\int_{0}^{1} \boldsymbol{y}^{*}(t) \boldsymbol{f}(t) \mathrm{d} t=\lambda^{*} \boldsymbol{r} \tag{2,10}
\end{equation*}
$$

for any solution $\left(\boldsymbol{y}^{*}, \lambda^{*}\right)$ of the system $(2,7),(2,8)$.
2.4. Definition. The system $(2,7),(2,8)$ of equations for $\boldsymbol{y}^{*}:[0,1] \rightarrow R_{n}^{*}$ and $\lambda^{*} \in R_{m}^{*}$ is called the adjoint boundary value problem to $B V P(1,1),(1,3)$ (or $(1,2),(1,4))$.

The following assertion provides the necessary and sufficient condition for the existence of a solution to the nonhomogeneous BVP corresponding to BVP $(2,7)$, $(2,8)$.
2.5. Theorem. Let $\mathbf{p}, \boldsymbol{q} \in R_{n}$ and let $\mathbf{g} \in B V_{n}$ be right-continuous on $[0,1)$ and leftcontinuous at 1 . Then the system

$$
\begin{gather*}
\mathrm{d} \boldsymbol{y}^{*}=\boldsymbol{y}^{*} \mathrm{~d}[-\mathbf{B}]-\mathrm{d}\left(\lambda^{*} \boldsymbol{K}\right)+\mathrm{d} \boldsymbol{g}^{*} \quad \text { on }[0,1],  \tag{2,11}\\
\boldsymbol{y}^{*}(0)+\lambda^{*} \boldsymbol{M}=\boldsymbol{p}^{*}, \quad \boldsymbol{y}^{*}(1)-\lambda^{*} \mathbf{N}=\mathbf{q}^{*} \tag{2,12}
\end{gather*}
$$

has a solution if and only if

$$
\int_{0}^{1} \mathrm{~d}\left[\mathbf{g}^{*}(t)\right] \mathbf{x}(t)=\boldsymbol{q}^{*} \boldsymbol{x}(1)-\mathbf{p}^{*} \boldsymbol{x}(0)
$$

for any solution $\times$ of the homogeneous $B V P(1,2),(1,4)$.
Proof. Inserting (2,7a), where $\boldsymbol{h}^{*}(t)=\lambda^{*} \boldsymbol{K}(t)-\mathbf{g}^{*}(t)$ into $(2,12)$ we easily obtain that $\boldsymbol{y}^{*}:[0,1] \rightarrow R_{n}^{*}$ and $\lambda^{*} \in R_{m}^{*}$ verify $(2,11),(2,12)$ if and only if

$$
\begin{equation*}
\boldsymbol{y}^{*}(t)=\lambda^{*} \boldsymbol{F}(t)+\mathbf{q}^{*} \boldsymbol{X}(1) \boldsymbol{X}^{-1}(t)-\int_{t}^{1} \mathrm{~d}\left[\mathbf{g}^{*}(s)\right] \boldsymbol{X}(s) \boldsymbol{X}^{-1}(t) \quad \text { on }[0,1] \tag{2,13}
\end{equation*}
$$

$(\boldsymbol{F}(t)$ given by $(2,6))$ and

$$
\lambda^{*}(\mathbf{S U})=\boldsymbol{p}^{*} \boldsymbol{X}(0)-\boldsymbol{q}^{*} \boldsymbol{X}(1)+\int_{0}^{1} \mathrm{~d}\left[\mathbf{g}^{*}(t)\right] \boldsymbol{X}(t)
$$

Since all the solutions of BVP $(1,2),(1,4)$ are of the form $\mathbf{X}(t) \boldsymbol{c}$ where $(\mathbf{S U}) \mathbf{c}=\mathbf{0}$, the theorem follows immediately.
2.6. Remark. Let us notice that under our assumptions all the solutions $\boldsymbol{y}^{*}:[0,1] \rightarrow R_{n}$ of $(2,11)$ on $[0,1]$ are of bounded variation on $[0,1]$, right-continuous on $[0,1]$ and left-continuous at 1.
2.7. Theorem. The homogeneous problems $(1,2),(1,4)$ and $(2,7),(2,8)$ possess exactly $k=n-\operatorname{rank}(\mathbf{S U})$ and $k^{*}=m-\operatorname{rank}(\mathbf{S U})$ linearly independent solutions, respectively.

Proof. The homogeneous algebraic equation

$$
\begin{equation*}
(S U) c=0 \tag{2,14}
\end{equation*}
$$

has exactly $k=n-\operatorname{rank}(S U)$ linearly independent solutions. Let $C_{0}$ be an arbitrary $n \times k$-matrix whose columns form a basis in the space of all solutions to $(2,14)$. $\left((S U) \boldsymbol{C}_{0}=\mathbf{0}\right.$ and $\operatorname{rank}\left(\boldsymbol{C}_{0}\right)=k$.) This obviously implies that the columns of the $n \times k$-matrix valued function

$$
\boldsymbol{X}_{0}(t)=\boldsymbol{X}(t) \boldsymbol{C}_{0} \quad \text { on }[0,1]
$$

form a basis in the space of all solutions of BVP $(1,2),(1,4)$.
The latter assertion follows from the fact that $\boldsymbol{y}^{*}:[0,1] \rightarrow R_{n}^{*}$ and $\lambda^{*} \in R_{m}^{*}$ verify the system $(2,7),(2,8)$ if and only if $\boldsymbol{y}^{*}(t)=\lambda^{*} \boldsymbol{F}(t)$ on $[0,1]$ and $(2,3)$ holds (cf. 2.3 and its proof). In fact, since $(2,3)$ has exactly $k^{*}=m-\operatorname{rank}(S U)$ linearly independent solutions, BVP $(2,7),(2,8)$ has also exactly $k^{*}$ linearly independent solutions on $[0,1]$. In particular, given an arbitrary $\boldsymbol{\Lambda}_{0} \in L\left(R_{n}, R_{k^{*}}\right)$ whose rows form a basis in the space of all solutions to $(2,3)$, the rows of $\left(\Lambda_{0} F(t), \Lambda_{0}\right)$ form a basis in the space of all solutions to BVP $(2,7),(2,8)$.
2.8. Remark. From the proof of 2.7 it follows that all the solutions to BVP $(1,2)$, $(1,4)$ or BVP $(2,7),(2,8)$ are of the form

$$
\mathbf{x}(t)=X_{0}(t) \boldsymbol{d}, \quad \boldsymbol{d} \in R_{k} \quad \text { or } \quad\left(y^{*}(t), \lambda^{*}\right)=\delta^{*}\left(\boldsymbol{\Lambda}_{0} F(t), \boldsymbol{\Lambda}_{0}\right), \quad \delta^{*} \in R_{k^{*}}^{*},
$$

respectively. Furthermore, by the definition of $\boldsymbol{X}_{0}(t), \boldsymbol{\Lambda}_{0}, \boldsymbol{F}(t)$

$$
\operatorname{rank}\left(\boldsymbol{X}_{0}(t)\right) \equiv k \quad \text { and } \quad \operatorname{rank}\left(\boldsymbol{\Lambda}_{0} \boldsymbol{F}(t), \boldsymbol{\Lambda}_{0}\right) \equiv k^{*} \quad \text { on }[0,1]
$$

2.9. Remark. The number $k^{*}-k=m-n$ is called the index of $B V P(1,2),(1,4)$.
2.10. Remark. If we added one zero row to the matrices $\boldsymbol{M}, \boldsymbol{N}, \boldsymbol{K}(t)$ in $(1,4)$, we should obtain the equivalent problem. Let us assume that it has exactly $k$ linearly independent solutions. Then by 2.8 its adjoint should have exactly both $k+m-n$ and $k+(m+1)-n$ linearly independent solutions. This seems to be confusing. But we must take into account that while in the former case the adjoint problem has solutions $\left(\boldsymbol{y}^{*}, \lambda^{*}\right)$ with $\lambda^{*} \in R_{m}^{*}$, in the latter case the adjoint has solutions $\left(\boldsymbol{y}^{*}, \boldsymbol{\mu}^{*}\right)$, where $\boldsymbol{\mu}^{*}$ is an $(m+1)$-vector, with an arbitrary last component. Nevertheless it can be seen that it is reasonable to remove from $(1,4)$ all the linearly dependent rows and to consider the given BVP with linearly independent side conditions.
2.11. Remark. Given $\mathbf{x} \in A C_{n}, \boldsymbol{y}^{*} \in L_{n}^{\infty}$ and $\lambda^{*} \in R_{m}^{*}$, we have by I.4.33

$$
\begin{align*}
\int_{0}^{1} \mathbf{y}^{*}(t) & {\left[\mathbf{x}^{\prime}(t)-\boldsymbol{A}(t) \mathbf{x}(t)\right] \mathrm{d} t-\lambda^{*}\left[\boldsymbol{M} \mathbf{x}(0)+\boldsymbol{N} \mathbf{x}(1)+\int_{0}^{1} \mathrm{~d}[\boldsymbol{K}(t)] \mathbf{x}(t)\right] }  \tag{2,15}\\
= & \int_{0}^{1}\left[\mathbf{y}^{*}(t)+\int_{t}^{1} \boldsymbol{y}^{*}(s) \boldsymbol{A}(s) \mathrm{d} s+\lambda^{*}(\boldsymbol{K}(t)-\boldsymbol{N})\right] \mathbf{x}^{\prime}(t) \mathrm{d} t \\
& +\left[\int_{0}^{1} \boldsymbol{y}^{*}(s) \boldsymbol{A}(s) \mathrm{d} s-\lambda^{*}(\boldsymbol{M}+\boldsymbol{N}-\boldsymbol{K}(0))\right] \mathbf{x}(0) .
\end{align*}
$$

In particular, applying again I.4.33 to the right-hand side of $(2,15)$, we obtain that

$$
\begin{align*}
& (2,16) \int_{0}^{1} \boldsymbol{y}^{*}(t) \tag{2,16}
\end{align*} \quad\left[\mathbf{x}^{\prime}(t)-\boldsymbol{A}(t) \mathbf{x}(t)\right] \mathrm{d} t-\lambda^{*}\left[\boldsymbol{M} \mathbf{x}(0)+\mathbf{N} \mathbf{x}(1)+\int_{0}^{1} \mathrm{~d}[\boldsymbol{K}(t)] \mathbf{x}(t)\right] \mathrm{y}
$$

The formulas $(2,15)$ and $(2,16)$ will be called the Green formulas.
The adjoint BVP $(2,7),(2,8)$ is a system of equations for an $n$-vector valued function $\boldsymbol{y}^{*}(t)$ of bounded variation on [0,1] and an $m$-vector parameter. Our wish is now to disclose the relationship between $\boldsymbol{y}^{*}$ and $\lambda^{*}$ if $\left(\boldsymbol{y}^{*}, \lambda^{*}\right)$ solves BVP $(2,7),(2,8)$. To this end it appears to be convenient to consider BVP $(1,1),(1,3)$ with the side condition in its canonical form (see 1.16)

$$
\begin{align*}
\mathbf{M}_{0} \mathbf{x}(0)+\mathbf{N}_{0} \mathbf{x}(1) & =\boldsymbol{r}_{0},  \tag{2,17}\\
\boldsymbol{M}_{1} \mathbf{x}(0)+\mathbf{N}_{1} \mathbf{x}(1)+\int_{0}^{1} \mathrm{~d}\left[\boldsymbol{K}_{1}(t)\right] \mathbf{x}(t) & =\boldsymbol{r}_{1}, \\
\int_{0}^{1} \mathrm{~d}\left[\boldsymbol{K}_{2}(t)\right] \mathbf{x}(t) & =\boldsymbol{r}_{2} .
\end{align*}
$$

In this case the adjoint BVP $(2,7),(2,8)$ reduces to the system of equations for $y \in B V_{n}, x_{0}^{*} \in R_{m_{0}}^{*}, x_{1}^{*} \in R_{m_{1}}^{*}$ and $x^{*} \in R_{m_{2}}^{*}$

$$
\begin{gather*}
\mathrm{d} \boldsymbol{y}^{*}=\boldsymbol{y}^{*} \mathrm{~d}[-\mathbf{B}]-\mathrm{d}\left(\boldsymbol{x}_{1}^{*} \boldsymbol{K}_{1}+\boldsymbol{x}^{*} \boldsymbol{K}_{2}\right) \quad \text { on }[0,1],  \tag{2,18}\\
\boldsymbol{y}^{*}(0)+\boldsymbol{x}_{0}^{*} \boldsymbol{M}_{0}+\boldsymbol{x}_{1}^{*} \boldsymbol{M}_{1}=\mathbf{0}, \quad \boldsymbol{y}^{*}(1)-\boldsymbol{x}_{0}^{*} \mathbf{N}_{0}-\boldsymbol{x}_{1}^{*} \mathbf{N}_{1}=\mathbf{0} . \tag{2,19}
\end{gather*}
$$

2.12. Remark. Let $\Theta$ be a regular $m \times m$-matrix such that

$$
\boldsymbol{\Theta}[\mathbf{M}, \mathbf{N}, \boldsymbol{K}(t)] \equiv\left[\begin{array}{lll}
\mathbf{M}_{0}, & \mathbf{N}_{0}, & \mathbf{0} \\
\mathbf{M}_{1}, & \mathbf{N}_{1}, & \boldsymbol{K}_{1}(t) \\
\mathbf{0}, & \mathbf{0}, & \boldsymbol{K}_{2}(t)
\end{array}\right] \quad \text { on }[0,1]
$$

Given $\lambda^{*} \in R_{m}^{*}$, let $x_{0}^{*} \in R_{m_{0}}^{*}, x_{1}^{*} \in R_{m_{1}}^{*}$ and $\chi^{*} \in R_{m_{2}}^{*}$ be such that $\lambda^{*}=\left(\chi_{0}^{*}, x_{1}^{*}, x^{*}\right) \Theta$.

Then

$$
\lambda^{*} \mathbf{M}=x_{0}^{*} \mathbf{M}_{0}+x_{1}^{*} \mathbf{M}_{1}, \quad \lambda^{*} \mathbf{N}=x_{0}^{*} \mathbf{N}_{0}+x_{1}^{*} \mathbf{N}_{1}
$$

and

$$
\lambda^{*} \boldsymbol{K}(t) \equiv \boldsymbol{x}_{1}^{*} \boldsymbol{K}_{1}(t)+\boldsymbol{x}^{*} \boldsymbol{K}_{2}(t) \quad \text { on }[0,1] .
$$

It follows that $\boldsymbol{y}^{*}:[0,1] \rightarrow R_{n}^{*}$ and $\lambda^{*} \in R_{m}^{*}$ satisfy $(2,7),(2,8)$ if and only if $\left(y^{*}, x_{0}^{*}, x_{1}^{*}, x^{*}\right)$, where $x_{0}^{*} \in R_{m_{0}}^{*}, x_{0}^{*} \in R_{m_{1}}^{*}$ and $x^{*} \in R_{m_{2}}^{*}$ are such that $\lambda^{*}$ $=\left(x_{0}^{*}, x_{1}^{*}, x^{*}\right) \boldsymbol{\Theta}$, satisfy $(2,18),(2,19)$.
2.13. Notation. In the following $\boldsymbol{C}$ and $\boldsymbol{D}$ denote the $l \times n$-matrices such that $\mathbf{C}^{*}=\left[\mathbf{M}_{0}^{*}, \mathbf{M}_{1}^{*}\right]$ and $\boldsymbol{D}^{*}=\left[\mathbf{N}_{0}^{*}, \mathbf{N}_{1}^{*}\right]\left(l=m_{0}+m_{1}\right), \mathbf{M}^{c}$ and $\mathbf{N}^{c}$ being arbitrary $(2 n-l) \times n$-matrices complementary to [C,D] (cf. III.5.11). Let $\mathbf{P}, \mathbf{Q} \in L\left(R_{2 n-l}, R_{n}\right)$ and $\boldsymbol{P}^{c}, \mathbf{Q}^{c} \in L\left(R_{l}, R_{n}\right)$ be associated to $\mathbf{C}, \mathbf{D}, \mathbf{M}^{c}, \mathbf{N}^{c}$ by III.5.12.

Furthermore, let $\mathbf{P}_{0}^{c}, \mathbf{Q}_{0}^{c} \in L\left(R_{m_{0}}, R_{n}\right)$ and $\mathbf{P}_{1}^{c}, \mathbf{Q}_{1}^{c} \in L\left(R_{m_{1}}, R_{n}\right)$ be such that $\mathbf{P}^{c}$ $=\left[\boldsymbol{P}_{0}^{c}, \boldsymbol{P}_{1}^{c}\right]$ and $\mathbf{Q}^{c}=\left[\mathbf{Q}_{0}^{c}, \mathbf{Q}_{1}^{c}\right]$. (By $1.16 \operatorname{rank}[\mathbf{C}, \mathbf{D}]=l$.)

Let us recall that according to III.5.12

$$
\left[\begin{array}{ll}
-\mathbf{M}_{0}, & \mathbf{N}_{0}  \tag{2,20}\\
-\mathbf{M}_{1}, & \mathbf{N}_{1} \\
-\mathbf{M}^{c}, & \mathbf{N}^{c}
\end{array}\right]\left[\begin{array}{lll}
\mathbf{P}_{0}^{c}, & \mathbf{P}_{1}^{c}, & \mathbf{P} \\
\mathbf{Q}_{0}^{c}, & \mathbf{Q}_{1}^{c}, & \mathbf{Q}
\end{array}\right]=\left[\begin{array}{lll}
\mathbf{I}_{m_{0}}, & \mathbf{0}, & \mathbf{0} \\
\mathbf{0}, & \mathbf{I}_{m_{1}}, & \mathbf{0} \\
\mathbf{0}, & \mathbf{0}, & \mathbf{I}_{2 n-l}
\end{array}\right]
$$

and

$$
\left[\begin{array}{lll}
\mathbf{P}_{0}^{c}, & \boldsymbol{P}_{1}^{c}, & \mathbf{P}  \tag{2,21}\\
\mathbf{Q}_{0}^{c}, & \boldsymbol{Q}_{1}^{c}, & \mathbf{Q}
\end{array}\right]\left[\begin{array}{ll}
\mathbf{M}_{0}, & \boldsymbol{N}_{0} \\
\mathbf{M}_{1}, & \mathbf{N}_{1} \\
\mathbf{M}^{c}, & \mathbf{N}^{c}
\end{array}\right]=\left[\begin{array}{rr}
-\boldsymbol{I}_{n}, & 0 \\
\mathbf{0}, & \boldsymbol{I}_{n}
\end{array}\right]
$$

Analogously as in III.5.17 it is easy to show on the basis of $(2,20)$ that $(2,19)$ holds if and only if

$$
\begin{align*}
& \mathbf{y}^{*}(0) \mathbf{P}+\boldsymbol{y}^{*}(1) \mathbf{Q}=\mathbf{0}  \tag{2,22}\\
& \mathbf{y}^{*}(0) \mathbf{P}_{0}^{c}+\boldsymbol{y}^{*}(1) \mathbf{Q}_{0}^{c}=x_{0}^{*} \\
& \mathbf{y}^{*}(0) \mathbf{P}_{1}^{c}+\boldsymbol{y}^{*}(1) \mathbf{Q}_{1}^{c}=x_{1}^{*}
\end{align*}
$$

This implies that BVP $(2,18),(2,19)$ is equivalent to the problem of determining $y^{*}:[0,1] \rightarrow R_{n}^{*}$ and $x^{*} \in R_{m_{2}}^{*}$ such that $y^{*}$ is a solution to

$$
\begin{equation*}
\mathrm{d} \boldsymbol{y}^{*}=\boldsymbol{y}^{*} \mathrm{~d}[-\boldsymbol{B}]-\mathrm{d}\left[\left(\boldsymbol{y}^{*}(0) \boldsymbol{P}_{1}^{c}+\boldsymbol{y}^{*}(1) \boldsymbol{Q}_{1}^{c}\right) \boldsymbol{K}_{1}+\boldsymbol{x}^{*} \boldsymbol{K}_{2}\right] \quad \text { on }[0,1] \tag{2,23}
\end{equation*}
$$

and

$$
\begin{equation*}
\boldsymbol{y}^{*}(0) \mathbf{P}+\boldsymbol{y}^{*}(1) \mathbf{Q}=\mathbf{0} . \tag{2,24}
\end{equation*}
$$

In particular, if $\left(\boldsymbol{y}^{*}, \boldsymbol{x}^{*}\right)$ is a solution to $(2,23),(2,24)$ and $x_{0}^{*} \in R_{m_{0}}^{*}$ and $x_{1}^{*} \in R_{m_{1}}^{*}$ are given by $(2,22)$, then $\left(y^{*}, x_{0}^{*}, x_{1}^{*}, x^{*}\right)$ is a solution to $(2,18),(2,19)$. On the other hand, if $\left(\boldsymbol{y}^{*}, \boldsymbol{x}_{0}^{*}, \boldsymbol{x}_{1}^{*}, \boldsymbol{x}^{*}\right)$ is a solution to $(2,18),(2,19)$, then $\left(\boldsymbol{y}^{*}, \boldsymbol{x}^{*}\right)$ solves $(2,23),(2,24)$ and $x_{0}^{*} \in R_{m_{0}}^{*}$ and $x_{1}^{*} \in R_{m_{1}}^{*}$ are given by $(2,22)$.
2.14. Corollary. BVP $(1,1),(2,17)$ has a solution if and only if

$$
\int_{0}^{1} \boldsymbol{y}^{*}(t) \boldsymbol{f}(t) \mathrm{d} t=\left(\boldsymbol{y}^{*}(0) \boldsymbol{P}_{0}^{c}+\boldsymbol{y}^{*}(1) \mathbf{Q}_{0}^{c}\right) \boldsymbol{r}_{0}+\left(\boldsymbol{y}^{*}(0) \boldsymbol{P}_{1}^{c}+\boldsymbol{y}^{*}(1) \mathbf{Q}_{1}^{c}\right) \boldsymbol{r}_{1}+\boldsymbol{x}^{*} \boldsymbol{r}_{2}
$$

for any solution $\left(\boldsymbol{y}^{*}, \boldsymbol{x}^{*}\right)$ of $B V P(2,23),(2,24)$.
Proof follows immediately from 2.3 and (2,22).
2.15. Remark. It is easy to see that BVP $(2,23),(2,24)$ also possesses exactly $k^{*}$ $=m-\operatorname{rank}(S U)$ linearly independent solutions.
2.16. Remark. The $m_{2} \times m_{2}$-matrix

$$
\boldsymbol{T}=\int_{0}^{1} \boldsymbol{K}_{2}(t) \boldsymbol{K}_{2}^{*}(t) \mathrm{d} t
$$

is regular. In fact, if there were $\boldsymbol{d}^{*} \boldsymbol{T}=\mathbf{0}$ for some $\boldsymbol{d}^{*} \in R_{m_{2}}^{*}$, then we should have also $\boldsymbol{d}^{*} \boldsymbol{T} \boldsymbol{d}=0$, i.e.

$$
0=\int_{0}^{1} \boldsymbol{h}^{*}(t) \boldsymbol{h}(t) \mathrm{d} t=\sum_{j=1}^{n} \int_{0}^{1}\left(h_{j}(t)\right)^{2} \mathrm{~d} t,
$$

where $\boldsymbol{h}^{*}(t)=\left(h_{1}(t), h_{2}(t), \ldots, h_{n}(t)\right)=\boldsymbol{d}^{*} \boldsymbol{K}_{2}(t)$ is of bounded variation on $[0,1]$. This may happen if and only if $\boldsymbol{h}^{*}(t)=\boldsymbol{d}^{*} \boldsymbol{K}_{2}(t)=0$ a.e. on [0, 1]. Since by the assumption $K_{2}$ is right-continuous on [ 0,1 ) and left-continuous at 1 , we have even $\boldsymbol{d}^{*} \boldsymbol{K}_{\mathbf{2}}(t) \equiv \mathbf{0}$ on $[0,1]$ and in virtue of the linear independence on $[0,1]$ of the rows in $\boldsymbol{K}_{2}(t)$, it is $\mathbf{d}^{*}=\mathbf{0}$.

Let us put

$$
\mathbf{L}_{2}(t)=-\int_{0}^{t} \boldsymbol{K}_{2}^{*}(s) \boldsymbol{T}^{-1} \mathrm{~d} s \quad \text { on }[0,1]
$$

For $K_{2}(1)=\mathbf{0}$ and $L_{2}(0)=\mathbf{0}$, the integration-by-parts formula I.4.33 yields

$$
\begin{equation*}
\int_{0}^{1} \mathrm{~d}\left[\boldsymbol{K}_{2}(t)\right] \boldsymbol{L}_{2}(t)=\left(\int_{0}^{1} \boldsymbol{K}_{2}(t) \boldsymbol{K}_{2}^{*}(t) \mathrm{d} t\right) \boldsymbol{T}^{-1}=\boldsymbol{T}^{-1}=\boldsymbol{I}_{\boldsymbol{m}_{2}} \tag{2,25}
\end{equation*}
$$

This enables us to express also the parameter $\boldsymbol{x}^{*}$ in $(2,23),(2,24)$ in terms of $\boldsymbol{y}^{*}$. Let $\left(\boldsymbol{y}^{*}, \boldsymbol{x}^{*}\right)$ verify $(2,23)$ on $[0,1]$, then by $(2,25)$

$$
\begin{gathered}
\boldsymbol{\Phi}_{2} \boldsymbol{y}=\int_{0}^{1} \mathrm{~d}\left[\boldsymbol{y}^{*}(t)-\int_{t}^{1} \boldsymbol{y}^{*}(s) \boldsymbol{A}(s) \mathrm{d} s-\left(\boldsymbol{y}^{*}(0) \boldsymbol{P}_{1}^{c}+\boldsymbol{y}^{*}(1) \mathbf{Q}_{1}^{c}\right) \boldsymbol{K}_{1}(t)\right] \boldsymbol{L}_{2}(t) \\
=\int_{0}^{1} \mathrm{~d}\left[\boldsymbol{x}^{*} \boldsymbol{K}_{2}(t)\right] \boldsymbol{L}_{2}(t)=\boldsymbol{x}^{*} .
\end{gathered}
$$

The operator $\boldsymbol{y} \in B V_{n} \rightarrow \boldsymbol{\Phi}_{2} \boldsymbol{y} \in R_{m_{2}}^{*}$ is linear and bounded. In fact, given $\boldsymbol{y} \in B V_{n}$,

$$
\begin{aligned}
\left|\boldsymbol{\Phi}_{2} \boldsymbol{y}\right| \leq & {\left[\operatorname{var}_{0}^{1} \boldsymbol{y}^{*}+\left(\sup _{t \in[0,1]}\left|\boldsymbol{y}^{*}(t)\right|\right)\right]\left(\int_{0}^{1}|\boldsymbol{A}(s)| \mathrm{d} s+\left(\left|\mathbf{P}_{1}^{c}\right|+\left|\mathbf{Q}_{1}^{c}\right|\right) \operatorname{var}_{0}^{1} \boldsymbol{K}_{1}\right)\left(\sup _{t \in[0,1]}\left|\boldsymbol{L}_{2}(t)\right|\right) } \\
& \leq\left[1+\int_{0}^{1}|\boldsymbol{A}(s)| \mathrm{d} s+\left(\left|\mathbf{P}_{1}^{c}\right|+\left|\mathbf{Q}_{1}^{c}\right|\right) \operatorname{var}_{0}^{1} \boldsymbol{K}_{1}\right] \sup _{t \in[0,1]}\left|\boldsymbol{L}_{2}(t)\right|\left\|\boldsymbol{Y}^{*}\right\|_{B V} .
\end{aligned}
$$

The adjoint BVP $(2,23),(2,24)$ to BVP $(1,1),(2,17)$ may be thus written in the form

$$
\begin{gathered}
\mathrm{d} \boldsymbol{y}^{*}=\boldsymbol{y}^{*} \mathrm{~d}[-\boldsymbol{B}]-\mathrm{d}\left[\left(\boldsymbol{\Phi}_{1} \boldsymbol{y}\right) \boldsymbol{K}_{1}-\left(\boldsymbol{\Phi}_{2} \boldsymbol{y}\right) \boldsymbol{K}_{2}\right] \quad \text { on }[0,1] \\
\boldsymbol{y}^{*}(0) \boldsymbol{P}+\boldsymbol{y}^{*}(1) \boldsymbol{Q}=\mathbf{0}
\end{gathered}
$$

where $\boldsymbol{\Phi}_{j}: B V_{n} \rightarrow R_{m_{j}}^{*} \quad(j=1,2)$ are known linear bounded operators $\left(\boldsymbol{\Phi}_{1} \boldsymbol{y}=\boldsymbol{y}^{*}(0) \boldsymbol{P}_{1}^{\boldsymbol{c}}+\boldsymbol{y}^{*}(1) \mathbf{Q}_{1}^{c}\right)$.

## 3. Generalized Green's functions

Let us continue the investigation of BVP $(1,1),(1,3)$. In addition to 1.1 we assume throughout the paragraph that 1.10 holds ( $K$ is right-continuous on $[0,1$ ) and left-continuous at 1 and $\boldsymbol{K}(1)=0)$.

Let $\mathscr{L}$ denote the linear bounded operator

$$
\mathscr{L}: \mathbf{x} \in A C_{n} \rightarrow\left[\begin{array}{c}
\mathbf{x}^{\prime}(t)-\mathbf{A}(t) \mathbf{x}(t)  \tag{3,1}\\
\mathbf{M} \mathbf{x}(0)+\mathbf{N} \mathbf{x}(1)+\int_{0}^{1} \mathrm{~d}[\boldsymbol{K}(t)] \mathbf{x}(t)
\end{array}\right] \in L_{n}^{1} \times R_{m}
$$

(cf. 1.6). It may be shown from 2.3 that its range $R(\mathscr{L})$ is closed in $L_{n}^{1} \times R_{m}$ and consequently $R(\mathscr{L})$ equipped with the norm of $L_{n}^{1} \times R_{m}$ becomes a Banach space. We shall show this fact directly, without making use of Theorem 2.3. The symbols $\mathbf{U}, \mathbf{V}$ are again defined by $(1,11)$ and $(1,12)$.
3.1. Theorem. The range $R(\mathscr{L})$ of the operator $(3,1)$ is closed in $L_{n}^{1} \times R_{m}$. Proof. A couple $\binom{f}{r} \in L_{n}^{1} \times R_{m}$ belongs to $R(\mathscr{L})$ if and only if $(2,1)$ has a solution $\mathbf{c} \in R_{n}$, i.e. if and only if $r-(\mathbf{S V}) \boldsymbol{f} \in R(\mathbf{S U}) . R(\mathbf{S U})$ being finite dimensional, it is closed. Since

$$
\mathbf{W}:\binom{\boldsymbol{f}}{\boldsymbol{r}} \in L_{n}^{1} \times R_{m} \rightarrow \mathbf{r}-(\mathbf{S V}) \boldsymbol{f} \in R_{m}
$$

is a continuous operator, the set $W_{-1}(R(S U))=R(\mathscr{L})$ of all $\binom{f}{r} \in L_{n}^{1} \times R_{m}$ such that $\mathbf{W}\binom{\boldsymbol{f}}{\boldsymbol{r}} \in R(\mathbf{S U})$ is also closed.

The concept of the generalized inverse matrix introduced in the Section I. 2 and in particular theorems I.2.6 and I.2.7 enables us to give the necessary and sufficient condition for the existence of a solution to BVP $(1,1),(1,3)$ in the following form.
3.2. Theorem. $B V P(1,1),(1,3)$ possesses $a$ solution if and only if

$$
\left[I_{m}-(S U)(S U)^{\#}\right][r-(S V) f]=0
$$

where $(\mathbf{S U})^{\#}$ is the generalized inverse matrix to $(\mathbf{S U})$. If this condition is satisfied, then any solution $\mathbf{x}$ of $\operatorname{BVP}(1,1),(1,3)$ is of the form

$$
\begin{gather*}
\mathbf{x}(t)=\mathbf{X}(t)\left[\mathbf{I}_{n}-(\mathbf{S U})^{\#}(\mathbf{S U})\right] \mathbf{d}  \tag{3,2}\\
+\mathbf{X}(t)(\mathbf{S U})^{\#}[\mathbf{r}-(\mathbf{S V}) \mathbf{f}]+(\mathbf{V} \boldsymbol{f})(t) \quad \text { on }[0,1]
\end{gather*}
$$

where $\boldsymbol{d} \in R_{n}$ may be arbitrary.
Proof follows by I.2.6 and I.2.7 from the equivalence between BVP $(1,1),(1,3)$ and the equation $(2,1)((S U) \mathbf{c}=\boldsymbol{r}-(\mathbf{S V}) \boldsymbol{f})$.
3.3. Remark. By 2.3 the homogeneous BVP $(1,2),(1,4)$ has only the trivial solution if and only if $\operatorname{rank}(S U)=n$. Consequently, $\operatorname{BVP}(1,1),(1,3)$ is uniquely solvable for any $\binom{\boldsymbol{f}}{\boldsymbol{r}} \in R(\mathscr{L})$ if and only if $\operatorname{rank}(\mathbf{S U})=n$.

On the other hand, BVP $(1,1),(1,3)$ has a solution for any $\boldsymbol{f} \in L_{n}^{1}$ and $\boldsymbol{r} \in R_{m}$ if and only if $(S U) \mathbf{c}=\boldsymbol{q}$ is solvable for any $\boldsymbol{q} \in R_{m} .((2,1)$ has to be solvable for any $\boldsymbol{r} \in R_{m}$ and $\boldsymbol{f}(t) \equiv \mathbf{0}$ on $[0,1]$.) This holds if and only if $(2,3)$ has only the trivial solution, i.e. if and only if $\operatorname{rank}(S U)=m$.

In particular, BVP $(1,1),(1,3)$ has a unique solution for any $\boldsymbol{f} \in L_{n}^{1}$ and $\mathbf{r} \in R_{m}$ if and only if $m=n$ and $\operatorname{det}(S U) \neq 0$.
3.4. Theorem. Let $B V P(1,1),(1,3)$ have a solution. Then all its solutions are of the form

$$
\begin{equation*}
\mathbf{x}(t)=\mathbf{x}_{0}(t)+\boldsymbol{H}_{0}(t) \boldsymbol{r}+\int_{0}^{1} \boldsymbol{G}_{0}(t, s) \boldsymbol{f}(s) \mathrm{d} s \quad \text { on }[0,1] \tag{3,3}
\end{equation*}
$$

where $\mathbf{x}_{0}(t)=\mathbf{X}(t)\left[\mathbf{I}-(\mathbf{S U})^{\#}(\mathbf{S U})\right] \mathbf{d}\left(\mathbf{d} \in R_{n}\right)$ is an arbitrary solution to the homogeneous $B V P(1,2),(1,4)$,

$$
\begin{gather*}
\mathbf{H}_{0}(t)=\mathbf{X}(t)(\mathbf{S U})^{\#} \quad \text { for } t \in[0,1],  \tag{3,4}\\
\mathbf{G}_{0}(t, s)=\mathbf{X}(t) \Delta(t, s) \mathbf{X}^{-1}(s)-\mathbf{X}(t)(\mathbf{S U})^{\#} \boldsymbol{F}(s) \quad \text { for } t, s \in[0,1], \\
\Delta(t, s)=\mathbf{0} \quad \text { for } t<s, \quad \Delta(t, s)=\mathbf{I}_{n} \quad \text { for } t \geq s
\end{gather*}
$$

and

$$
\begin{equation*}
\boldsymbol{F}(s)=\left[\boldsymbol{N} \boldsymbol{X}(1)+\int_{s}^{1} \mathrm{~d}[\boldsymbol{K}(\tau)] \boldsymbol{X}(\tau)\right] \boldsymbol{X}^{-1}(s) \quad \text { for } \quad s \in[0,1] \tag{3,5}
\end{equation*}
$$

Proof follows immediately from 3.2 and $(2,5),(2,6)$.
3.5. Remark. Let us notice that the representations $(3,2)$ or $(3,3)$ of the solutions to $\operatorname{BVP}(1,1),(1,3)$ are true even if the generalized inverse matrix $(S U)^{\#}$ to $(S U)$ is replaced by an arbitrary $n \times m$-matrix $\mathbf{B}$ such that $(\mathbf{S U}) \mathbf{B}(\mathbf{S U})=(\mathbf{S U})$ (see I.2.11).
3.6. Lemma. The $n \times m$-matrix valued function $\boldsymbol{H}(t)=\boldsymbol{H}_{0}(t)$ and the $n \times n$-matrix valued function $\mathbf{G}(t, s)=\mathbf{G}_{0}(t, s)$ defined by $(3,4)$ possess the following properties
(i) $\boldsymbol{H}(t)$ is absolutely continuous on $[0,1]$,
(ii) $\mathbf{G}(t, s)$ is measurable in $(t, s)$ on $[0,1] \times[0,1], \operatorname{var}_{0}^{1} \mathbf{G}(., s)<\infty$ for a.e. $s \in[0,1]$ and $\boldsymbol{\mathcal { G }}(t,$.$) is for any t \in[0,1]$ measurable and essentially bounded on $[0,1]$,
(iii) $\gamma(s)=|\mathbf{G}(0, s)|+\operatorname{var}_{0}^{1} \mathbf{G}(., s)$ is measurable and essentially bounded on $[0,1]$,
(iv) $\boldsymbol{G}(t, s)=\boldsymbol{G}_{a}(t, s)-\boldsymbol{G}_{b}(t, s)$ on $[0,1] \times[0,1]$, where for any $s \in[0,1] \boldsymbol{G}_{a}(., s)$ is absolutely continuous on $[0,1]$ and $\mathbf{G}_{b}(., s)$ is a simple jump function with the jump $\mathbf{I}_{n}$ at $t=s$.

Proof. The assertions (i) and (ii) are obvious. Furthermore, $\boldsymbol{F}$ is of bounded variation on $[0,1]$ and for any $s \in[0,1]$

$$
\begin{aligned}
\gamma(s) & \leq\left|\boldsymbol{X}^{-1}(s)\right|+\left|(\mathbf{S U})^{\#}\right||\boldsymbol{F}(s)|+\left(\operatorname{var}_{0}^{1} \boldsymbol{X}\right)\left(\left|\boldsymbol{X}^{-1}(s)\right|+\left|(\mathbf{S U})^{\#}\right||\boldsymbol{F}(s)|\right) \\
& \leq\left(1+\operatorname{var}_{0}^{1} \boldsymbol{X}\right) \sup _{s \in[0,1]}\left(\left|\boldsymbol{X}^{-1}(s)\right|+\left|(\mathbf{S U})^{\#}\right||\boldsymbol{F}(s)|\right)=x<\infty .
\end{aligned}
$$

The last assertion is proved by putting $\boldsymbol{G}_{a}(t, s)=\mathbf{G}_{0}(t, s)$ if $t \geq s, \boldsymbol{G}_{a}(t, s)=\mathbf{G}_{0}(t, s)$ $+\boldsymbol{I}_{n}$ if $t<s$ and $\boldsymbol{G}_{b}(t, s)=\mathbf{0}$ if $t \geq s, \boldsymbol{G}_{b}(t, s)=\boldsymbol{I}_{n}$ if $t<s$.
3.7. Remark. Let us notice that actually we have proved that $\gamma(s)$ is bounded on $[0,1]$ and hence also $\boldsymbol{G}_{0}(t, s)$ is bounded on $[0,1] \times[0,1] \quad\left(\left|\boldsymbol{G}_{0}(t, s)\right| \leq \gamma(s) \leq x<\infty\right.$ on $[0,1] \times[0,1])$. Moreover, by $(3,4) \operatorname{var}_{0}^{1} \boldsymbol{G}_{0}(t,)+.\operatorname{var}_{0}^{1} \boldsymbol{G}_{0}(., s)<\infty$ for all $t, s \in[0,1]$.
3.8. Lemma. Let $\boldsymbol{H}:[0,1] \rightarrow L\left(R_{m}, R_{n}\right)$ and $\boldsymbol{G}:[0,1] \times[0,1] \rightarrow L\left(R_{n}\right)$ fulfil (i)-(iii) from 3.6. Then for any couple $\binom{\boldsymbol{f}}{\boldsymbol{r}} \in L_{n}^{1} \times R_{m}$ the n-vector valued function

$$
\boldsymbol{h}(t)=\boldsymbol{H}(t) \boldsymbol{r}+\int_{0}^{1} \mathbf{G}(t, s) \boldsymbol{f}(s) \mathrm{d} s
$$

is of bounded variation on $[0,1]$ and the linear operator

$$
\mathscr{M}:\binom{\boldsymbol{f}}{\boldsymbol{r}} \in L_{n}^{1} \times R_{m} \rightarrow \boldsymbol{h} \in B V_{n}
$$

is bounded.

Proof. Given $\boldsymbol{f} \in L_{n}^{1}, \boldsymbol{r} \in R_{m}$ and a subdivision $\left\{0=t_{0}<t_{1}<\ldots<t_{p}=1\right\}$ of [0, 1],

$$
\begin{gathered}
\sum_{j=1}^{p}\left|\int_{0}^{1} \boldsymbol{G}\left(t_{j}, s\right) \boldsymbol{f}(s) \mathrm{d} s-\int_{0}^{1} \boldsymbol{G}\left(t_{j-1}, s\right) \boldsymbol{f}(s) \mathrm{d} s\right|+\left|\int_{0}^{1} \boldsymbol{G}(0, s) \boldsymbol{f}(s) \mathrm{d} s\right| \\
\leq \int_{0}^{1}\left(\sum_{j=1}^{p}\left|\boldsymbol{G}\left(t_{j}, s\right)-\boldsymbol{G}\left(t_{j-1}, s\right)\right|+|\boldsymbol{G}(0, s)|\right)|\boldsymbol{f}(s)| \mathrm{d} s \\
\quad \leq \int_{0}^{1} \gamma(s)|\boldsymbol{f}(s)| \mathrm{d} s \leq\left(\sup _{s \in[0,1]}|\gamma(s)|\right)\|\boldsymbol{f}\|_{L^{1}} \leq \chi\|\boldsymbol{f}\|_{L^{1}}
\end{gathered}
$$

Hence also

$$
\operatorname{var}_{0}^{1}\left(\int_{0}^{1} \boldsymbol{G}(., s) \boldsymbol{f}(s) \mathrm{d} s\right)+\left|\int_{0}^{1} \boldsymbol{G}(0, s) \boldsymbol{f}(s) \mathrm{d} s\right| \leq x\|\boldsymbol{f}\|_{\boldsymbol{L}^{1}}
$$

and

$$
\left\|\mathscr{M}\binom{\boldsymbol{f}}{\boldsymbol{r}}\right\|_{B V} \leq c\left(\|\boldsymbol{f}\|_{L^{1}}+|\boldsymbol{r}|\right)=c\left\|\binom{\boldsymbol{f}}{\boldsymbol{r}}\right\|_{L^{1} \times \boldsymbol{R}}
$$

where

$$
c=x+|\boldsymbol{H}(0)|+\int_{0}^{1}\left|\boldsymbol{H}^{\prime}(t)\right| \mathrm{d} t<\infty
$$

3.9. Remark. Let the operator $\mathscr{L}^{\oplus}$ be defined by

$$
\begin{equation*}
\mathscr{L}^{\oplus}:\binom{\boldsymbol{f}}{\boldsymbol{r}} \in L_{n}^{1} \times R_{m} \rightarrow \boldsymbol{H}_{0}(t) \boldsymbol{r}+\int_{0}^{1} \boldsymbol{G}_{0}(t, s) \boldsymbol{f}(s) \mathrm{d} s \in A C_{n} \tag{3,6}
\end{equation*}
$$

where the matrix valued functions $\mathbf{G}_{0}(t, s)$ and $\boldsymbol{H}_{0}(t)$ are given by $(3,4)\left(R\left(\mathscr{L}^{\oplus}\right) \subset A C_{n}\right.$ due to 3.4 ). According to $(3,2)$ and $(3,4)$

$$
\mathscr{L}^{\oplus}\binom{f}{r}=U(S U)^{\#}(r-S V f)+V f=U(S U)^{\#} r+V f-U(S U)^{\#}(S V) f
$$

for any $f \in L_{n}^{1}$ and $r \in R_{m}$. Consequently $\mathscr{L}^{\oplus}$ is linear and bounded (cf. also 3.6 and 3.8). Moreover, for any $\boldsymbol{f} \in L_{n}^{1}$ and $\boldsymbol{r} \in R_{m}$ such that $\operatorname{BVP}(1,1),(1,3)$ has a solution $\left.\binom{\boldsymbol{f}}{\boldsymbol{r}} \in R(\mathscr{L})\right) \mathscr{L} \mathscr{L}^{\oplus}\binom{\boldsymbol{f}}{\boldsymbol{r}}=\binom{\boldsymbol{f}}{\boldsymbol{r}}$ and hence $\mathscr{L} \mathscr{L}^{\oplus} \mathscr{L} \mathbf{x}=\mathscr{L} \mathbf{x}$ for any $\mathbf{x} \in A C_{n}$, i.e. $\mathscr{L} \mathscr{L}^{\oplus} \mathscr{L}=\mathscr{L}\left(\mathscr{L}^{\oplus}\right.$ is a generalized inverse operator to $\left.\mathscr{L}\right)$.

In particular, if $m=n$ and $\operatorname{rank}(S U)=n$, then by $3.3 \mathscr{L}^{\oplus}$ becomes a bounded inverse operator to $\mathscr{L}$. In this case the functions $\boldsymbol{G}_{0}(t, s), \boldsymbol{H}_{0}(t)$ are called the Green couple of BVP $(1,1),(1,3)$ (or $(1,2),(1,4))$, while the function $\boldsymbol{G}_{0}(t, s)$ is the Green function of BVP $(1,1),(1,3)$.
3.10. Definition. A couple $\boldsymbol{G}(t, s), \boldsymbol{H}(t)$ of matrix valued functions fulfilling (i)-(iii) of 3.6 is called the generalized Green couple if for all $\boldsymbol{f} \in L_{n}^{1}, \boldsymbol{r} \in R_{m}$ such that BVP
$(1,1),(1,3)$ has a solution, the function

$$
\mathbf{x}(t)=\boldsymbol{H}(t) \boldsymbol{r}+\int_{0}^{1} \boldsymbol{G}(t, s) \boldsymbol{f}(s) \mathrm{d} s
$$

is also a solution to $\operatorname{BVP}(1,1),(1,3)$.
3.11. Remark. By 3.4 and 3.6 the couple $\boldsymbol{G}_{0}(t, s), \boldsymbol{H}_{0}(t)$ given by $(3,4)$ is a generalized Green couple of BVP $(1,1),(1,3)$.
3.12. Theorem. A linear bounded operator $\mathscr{L}^{+}: R(\mathscr{L}) \rightarrow A C_{n}$ fulfils $\mathscr{L}^{+} \mathscr{L}^{+}=\mathscr{L}$ if and only if there exists a generalized Green couple $\mathbf{G}(t, s), \mathbf{H}(t)$ such that $\mathscr{L}^{+}$is given by

$$
\begin{equation*}
\mathscr{L}^{+}:\binom{\boldsymbol{f}}{\boldsymbol{r}} \in \boldsymbol{R}(\mathscr{L}) \rightarrow \boldsymbol{H}(t) \boldsymbol{r}+\int_{0}^{1} \boldsymbol{G}(t, s) \boldsymbol{f}(s) \mathrm{d} s \in A C_{n} \tag{3,7}
\end{equation*}
$$

Proof. Let $\mathscr{L} \mathscr{L}^{+} \mathscr{L}=\mathscr{L}$ and let $\mathscr{L}^{\oplus}$ be given by $(3,6)$. According to 3.9 $\mathscr{L}\left(\mathscr{L}^{+}-\mathscr{L}^{\oplus}\right)\binom{\boldsymbol{f}}{\boldsymbol{r}}=\mathbf{0}$, i.e. $\left(\mathscr{L}^{+}-\mathscr{L}^{\oplus}\right)\binom{\boldsymbol{f}}{\boldsymbol{r}} \in N(\mathscr{L})$ for each $\boldsymbol{f} \in L_{n}^{1}$ and $\mathbf{r} \in R_{m}$. In particular, $\mathscr{L}^{+}=\mathscr{L}^{\oplus}$ on $R(\mathscr{L})$ if $N(\mathscr{L})=\{0\}$. If $k=\operatorname{dim} N(\mathscr{L})=n-\operatorname{rank}(\mathbf{S U})$ $>0$, let $\boldsymbol{X}_{0}(t)$ be defined as in the proof of 2.7. Then $\operatorname{rank}\left(\boldsymbol{X}_{0}(t)\right)=k$ on $[0,1]$ (cf. 2.8) and given $\binom{f}{r} \in R(\mathscr{L})$, there exists $d \in R_{k}$ such that

$$
\begin{equation*}
\left(\mathscr{L}^{+}-\mathscr{L}^{\oplus}\right)\binom{\boldsymbol{f}}{\boldsymbol{r}}(t) \equiv \boldsymbol{X}_{0}(t) \mathbf{d} \quad \text { on }[0,1] \tag{3,8}
\end{equation*}
$$

By I.2.6, I.2.7 and I.2.15 this is possible if and only if

$$
\boldsymbol{d} \equiv \mathbf{X}_{0}^{\#}(t)\left(\mathscr{L}^{+}-\mathscr{L}^{\oplus}\right)\binom{\boldsymbol{f}}{\boldsymbol{r}}(t) \quad \text { on }[0,1]
$$

By the definition $X_{0}(t)=X(t) \boldsymbol{C}_{0}$ on $[0,1]$, where $C_{0} \in L\left(R_{k}, R_{n}\right)$ has a full rank $\left(\operatorname{rank}\left(\boldsymbol{C}_{0}\right)=k\right)$. According to $2.16 \boldsymbol{X}_{0}^{\#}(t)=\boldsymbol{C}_{0}^{\#} \boldsymbol{X}^{-1}(t)$. It follows immediately that the mapping

$$
\Phi:\binom{\boldsymbol{f}}{\boldsymbol{r}} \in R(\mathscr{L}) \rightarrow \boldsymbol{d}=X_{0}^{\#}(t)\left(\mathscr{L}^{+}-\mathscr{L}^{\oplus}\right)\binom{\boldsymbol{f}}{\boldsymbol{r}}(t) \in R_{k}
$$

is a linear bounded vector valued functional on $R(\mathscr{L})$. Let $\boldsymbol{\Psi}$ be its arbitrary extension on the whole space $L_{n}^{1} \times R_{m} .\left(\Psi\right.$ is defined and bounded on $L_{n}^{1} \times R_{m}$ and $\boldsymbol{\Psi}=\boldsymbol{\Phi}$ on $R(\mathscr{L})$.) Then there exist a function $\boldsymbol{\Theta}_{1}:[0,1] \rightarrow L\left(R_{n}, R_{k}\right)$ essentially bounded and measurable on $[0,1]$ and $\Theta_{2} \in L\left(R_{m}, R_{k}\right)$ such that

$$
\boldsymbol{\Psi}\binom{\boldsymbol{f}}{\boldsymbol{r}}=\int_{0}^{1} \boldsymbol{\Theta}_{1}(s) \boldsymbol{f}(s) \mathrm{d} s+\boldsymbol{\Theta}_{2} \boldsymbol{r} \quad \text { for all }\binom{\boldsymbol{f}}{\boldsymbol{r}} \in L_{n}^{1} \times R_{m} .
$$

Together with $(3,6)$ and $(3,8)$ this yields $(3,7)$, where

$$
\begin{array}{cc}
\boldsymbol{G}(t, s)=\boldsymbol{G}_{0}(t, s)+\boldsymbol{X}_{0}(t) \boldsymbol{\Theta}_{1}(s) \quad \text { for all } & t \in[0,1] \text { and a.e. } s \in[0,1],  \tag{3,9}\\
\boldsymbol{H}(t)=\boldsymbol{H}_{0}(t)+\boldsymbol{X}_{0}(t) \boldsymbol{\Theta}_{2} & \text { on }[0,1]
\end{array}
$$

obviously fulfil the conditions (i)-(iii) of 3.6.
The proof will be completed by taking into account the obvious fact that if $\boldsymbol{G}(t, s), \boldsymbol{H}(t)$ is a generalized Green couple, then the operator $(3,7)$ fulfils $\mathscr{L} \mathscr{L}^{+} \mathscr{L}=\mathscr{L}$.
3.13. Proposition. A couple $\left(\mathbf{z}^{*}, \lambda^{*}\right) \in L_{n}^{\infty} \times R_{m}^{*}$ fulfils

$$
\begin{equation*}
\int_{0}^{1} \mathbf{z}^{*}(t) \boldsymbol{f}(t) \mathrm{d} t=\lambda^{*} \boldsymbol{r} \quad \text { for all } \quad\binom{\boldsymbol{f}}{\boldsymbol{r}} \in R(\mathscr{L}) \tag{3,10}
\end{equation*}
$$

if and only if there exists $\boldsymbol{y}^{*}:[0,1] \rightarrow R_{n}^{*}$ such that $\boldsymbol{y}^{*}(t)=\boldsymbol{z}^{*}(t)$ a.e. on $[0,1]$ and $\left(\boldsymbol{y}^{*}, \lambda^{*}\right)$ is a solution of $B V P(2,7),(2,8)$.

Proof. Let $\mathbf{z}^{*} \in L_{n}^{\infty}$ and $\lambda^{*} \in R_{m}^{*}$. Then by the Green formula $(2,15),(3,10)$ holds if and only if for any $\boldsymbol{x} \in A C_{n}$

$$
\begin{align*}
& \int_{0}^{1}\left[\mathbf{z}^{*}(t)+\int_{t}^{1} \mathbf{z}^{*}(s) \boldsymbol{A}(s) \mathrm{d} s+\lambda^{*}(\boldsymbol{K}(t)-\mathbf{N})\right] \mathbf{x}^{\prime}(t) \mathrm{d} t  \tag{3,11}\\
& +\left[\int_{0}^{1} \mathbf{z}^{*}(s) \boldsymbol{A}(s) \mathrm{d} s-\lambda^{*}(\boldsymbol{M}+\mathbf{N}-\boldsymbol{K}(0))\right] \mathbf{x}(0)=0 .
\end{align*}
$$

In particular, if $\mathbf{x}(t) \equiv \mathbf{x}(0)$ on $[0,1],(3,11)$ means that

$$
\left[\int_{0}^{1} \mathbf{z}^{*}(s) \boldsymbol{A}(s) \mathrm{d} s-\lambda^{*}(\boldsymbol{M}+\boldsymbol{N}-\boldsymbol{K}(0))\right] \boldsymbol{c}=\mathbf{0}
$$

for each $\mathbf{c} \in R_{n}$, i.e.

$$
\begin{equation*}
\int_{0}^{1} \mathbf{z}^{*}(s) \boldsymbol{A}(s) \mathrm{d} s=\lambda^{*}(\boldsymbol{M}+\boldsymbol{N}-\boldsymbol{K}(0)) . \tag{3,12}
\end{equation*}
$$

Consequently $(3,11)$ holds for each $\mathbf{x} \in A C_{n}$ if and only if

$$
\int_{0}^{1}\left[\mathbf{z}^{*}(t)+\int_{t}^{1} \mathbf{z}^{*}(s) \boldsymbol{A}(s) \mathrm{d} s+\lambda^{*}(\boldsymbol{K}(t)-\boldsymbol{N})\right] \mathbf{v}(t) \mathrm{d} t=0 \quad \text { for any } \quad \mathbf{v} \in L_{n}^{1}
$$

or $\mathbf{z}^{*}(t)=\mathbf{u}^{*}(t)$ a.e. on $[0,1]$, where

$$
\begin{equation*}
\mathbf{u}^{*}(t)=-\int_{t}^{1} \mathbf{z}^{*}(s) \boldsymbol{A}(s) \mathrm{d} s-\lambda^{*}(\boldsymbol{K}(t)-\mathbf{N}) \quad \text { on }[0,1] \tag{3,13}
\end{equation*}
$$

Let us put $\boldsymbol{y}^{*}(t) \equiv \boldsymbol{u}^{*}(t)$ on $(0,1), \boldsymbol{y}^{*}(0)=\boldsymbol{u}^{*}(0+)$ and $\boldsymbol{y}^{*}(1)=\boldsymbol{u}^{*}(1-)$. Then owing to $(3,13)$ and $(3,12)$

$$
\boldsymbol{y}^{*}(1)=\lambda^{*} \boldsymbol{N} \text { and } \boldsymbol{y}^{*}(0)=-\lambda^{*} \boldsymbol{M}
$$

and $\left(\mathbf{z}^{*}, \lambda^{*}\right)$ fulfils $(3,10)$ if and only if $\mathbf{z}^{*}(t)=\boldsymbol{y}^{*}(t)$ a.e. on $[0,1]$. The proof will be completed by taking into account that

$$
\int_{t}^{1} \boldsymbol{y}^{*}(s) \boldsymbol{A}(s) \mathrm{d} s=\int_{t}^{1} \mathbf{z}^{*}(s) \boldsymbol{A}(s) \mathrm{d} s \quad \text { for any } \quad t \in[0,1]
$$

and hence

$$
\boldsymbol{y}^{*}(t)=\boldsymbol{y}^{*}(1)+\int_{t}^{1} \mathbf{y}^{*}(s) \boldsymbol{A}(s) \mathrm{d} s+\lambda^{*} \boldsymbol{K}(t) \quad \text { on }[0,1] .
$$

The latter implication follows from 2.3.
The set of all generalized Green couples is characterized in the following theorem.
If $k=n-\operatorname{rank}(S U)>0$, then $\boldsymbol{C}_{0}$ is an arbitrary $n \times k$-matrix whose columns form a basis in the space of all solutions to $(\mathbf{S U}) \boldsymbol{c}=\mathbf{0}$ and $\boldsymbol{X}_{0}(t)=\boldsymbol{X}(t) \boldsymbol{C}_{0}$ on $[0,1]$.

If $k^{*}=m-\operatorname{rank}(\mathbf{S U})>0$, then $\boldsymbol{\Lambda}_{0}$ is an arbitrary $k^{*} \times n$-matrix whose rows form a basis in the space of all solutions to $\lambda^{*}(\mathbf{S U})=0$ and $\boldsymbol{Y}_{0}(t)=\boldsymbol{\Lambda}_{0} \boldsymbol{F}(t)$ on $[0,1]$, where $\boldsymbol{F}(t)$ is given by $(3,5)$.
3.14. Theorem. A couple $\boldsymbol{G}:[0,1] \times[0,1] \rightarrow L\left(R_{n}\right), \quad \mathbf{H}:[0,1] \rightarrow L\left(R_{m}, R_{n}\right)$ is a generalized Green couple to BVP $(1,1),(1,3)$ if and only if there exist a function $\boldsymbol{\Theta}_{1}:[0,1] \rightarrow L\left(R_{n}, R_{k}\right)$ essentially bounded and measurable on $[0,1]$, a function $\Sigma:[0,1] \rightarrow L\left(R_{k^{*}}, R_{n}\right)$ of bounded variation on $[0,1]$ and $\boldsymbol{\Theta}_{2} \in L\left(R_{m}, R_{k}\right)$ such that

$$
\begin{gather*}
\boldsymbol{G}(t, s)=\boldsymbol{G}_{0}(t, s)+\boldsymbol{X}_{0}(t) \boldsymbol{\Theta}_{1}(s)+\Sigma(t) \boldsymbol{Y}_{0}(s)  \tag{3,14}\\
\text { for all } t \in[0,1] \text { and a.e. } \quad s \in[0,1], \\
\boldsymbol{H}(t)=\boldsymbol{H}_{0}(t)+\mathbf{X}_{0}(t) \boldsymbol{\Theta}_{2}-\Sigma(t) \boldsymbol{\Lambda}_{0} \quad \text { on }[0,1],
\end{gather*}
$$

where $\boldsymbol{G}_{0}(t, s)$ and $\boldsymbol{H}_{0}(t)$ are given by $(3,4)$, the terms $\boldsymbol{X}_{0}(t) \boldsymbol{\Theta}_{1}(s)$ and $\boldsymbol{X}_{0}(t) \boldsymbol{\Theta}_{2}$ vanish if $k=0$ and the terms $\Sigma(t) \boldsymbol{Y}_{0}(s)$ and $\Sigma(t) \Lambda_{0}$ vanish if $k^{*}=0$.
Proof. Let us assume that $k>0$ and $k^{*}>0$.
(a) Let $\boldsymbol{G}(t, s), \boldsymbol{H}(t)$ be a generalized Green couple of BVP $(1,1),(1,3)$. Then by 3.12 and its proof there exist $\Theta_{1}:[0,1] \rightarrow L\left(R_{n}, R_{k}\right)$ essentially bounded on $[0,1]$ and $\boldsymbol{\Theta}_{2} \in L\left(R_{m}, R_{k}\right)$ such that for all $\binom{\boldsymbol{f}}{\boldsymbol{r}} \in R(\mathscr{L})$

$$
\begin{gathered}
\boldsymbol{H}(t) \boldsymbol{r}+\int_{0}^{1} \boldsymbol{G}(t, s) \boldsymbol{f}(s) \mathrm{d} s \\
=\left[\boldsymbol{H}_{0}(t)+\boldsymbol{X}_{0}(t) \boldsymbol{\Theta}_{2}\right] \boldsymbol{r}+\int_{0}^{1}\left[\boldsymbol{G}_{0}(t, s)+\mathbf{X}_{0}(t) \boldsymbol{\Theta}_{1}(s)\right] \boldsymbol{f}(s) \mathrm{d} s \quad \text { on }[0,1] .
\end{gathered}
$$

By 3.13 and 2.8 this holds if and only if there exists $\Sigma:[0,1] \rightarrow L\left(R_{k^{*}}, R_{n}\right)$ such that $(3,14)$ holds. According to 2.8 and I.2.15 $\left[\boldsymbol{Y}_{0}(s), \boldsymbol{\Lambda}_{0}\right]\left[\boldsymbol{Y}_{0}(s), \boldsymbol{\Lambda}_{0}\right]^{\#}=\boldsymbol{I}_{\mathbf{k}^{*}}$ for any $s \in[0,1]$. The functions $\boldsymbol{P}(t, s)=\boldsymbol{G}(t, s)-\boldsymbol{G}_{0}(t, s)-\boldsymbol{X}_{0}(t) \boldsymbol{\Theta}_{1}(s)$ and $\mathbf{Q}(t)$
$=-\boldsymbol{H}(t)+\boldsymbol{H}_{0}(t)+\boldsymbol{X}_{0}(t) \boldsymbol{\Theta}_{2}$ as functions of $t$ for a.e. $s \in[0,1]$ are of bounded variation on $[0,1]$. Therefore the function $\Sigma(t)=[\mathbf{P}(t, s), \mathbf{Q}(s)]\left[\mathbf{Y}_{0}(s), \boldsymbol{\Lambda}_{0}\right]^{\#}$ for all $t \in[0,1]$ and a.e. $s \in[0,1]$ (cf. I.2.6 and I.2.7) has also a bounded variation on $[0,1]$.
(b) Let $\boldsymbol{\Theta}_{1}:[0,1] \rightarrow L\left(R_{n}, R_{k}\right)$ be essentially bounded on $[0,1], \boldsymbol{\Theta}_{2} \in L\left(R_{m}, R_{k}\right)$ and let $\Sigma:[0,1] \rightarrow L\left(R_{k^{*}}, R_{n}\right)$ be of bounded variation on $[0,1]$. Then the functions $\boldsymbol{G}(t, s), \boldsymbol{H}(t)$ given by $(3,14)$ are sure to fulfil (i)-(iii) from 3.6 and since by 2.3

$$
\int_{0}^{1} \boldsymbol{Y}_{0}(t) \boldsymbol{f}(t) \mathrm{d} t=\boldsymbol{\Lambda}_{0} \boldsymbol{r} \quad \text { for all } \quad\binom{\boldsymbol{f}}{\boldsymbol{r}} \in R(\mathscr{L})
$$

it is easy to verify that $\boldsymbol{G}(t, s), \boldsymbol{H}(t)$ is a generalized Green couple.
The modification of the proof if $k=0$ and/or $k^{*}=0$ is obvious.
3.15. Theorem. Let $\boldsymbol{G}_{0}(t, s)$ and $\boldsymbol{H}_{0}(t)$ be given by $(3,4)$. Then $\boldsymbol{G}(t, s)=\boldsymbol{G}_{0}(t, s)$ and $\boldsymbol{H}(t)=\boldsymbol{H}_{0}(t)$ fulfil for any $s \in(0,1)$ the relations

$$
\begin{align*}
& \mathbf{G}(t, s)-\mathbf{G}(0, s)-\int_{0}^{t} \mathbf{A}(\tau) \mathbf{G}(\tau, s) \mathrm{d} \tau=\Delta(t, s) \quad \text { for all } t \in[0,1],  \tag{3,15}\\
& \mathbf{M} \mathbf{G}(0, s)+\mathbf{N} \mathbf{G}(1, s)+\int_{0}^{1} \mathrm{~d}[\mathbf{K}(\tau)] \mathbf{G}(\tau, s)=\left[\mathbf{I}-(\mathbf{S U})(\mathbf{S U})^{*}\right] \boldsymbol{F}(s)
\end{align*}
$$

and

$$
\begin{gather*}
\boldsymbol{H}(t)-\boldsymbol{H}(0)-\int_{0}^{t} \boldsymbol{A}(\tau) \boldsymbol{H}(\tau) \mathrm{d} \tau=\mathbf{0} \quad \text { on }[0,1]  \tag{3,17}\\
\mathbf{M} \boldsymbol{H}(0)+\mathbf{N} \boldsymbol{H}(1)+\int_{0}^{1} \mathrm{~d}[\mathbf{K}(\tau)] \boldsymbol{H}(\tau)=(\mathbf{S U})(\mathbf{S U})^{\#} . \tag{3,18}
\end{gather*}
$$

Proof follows easily by inserting $(3,4)$ into $(3,15)-(3,18)$ and making use of $(1,6)$ and

$$
\int_{0}^{1} \mathrm{~d}[\boldsymbol{K}(\tau)] \boldsymbol{X}(\tau) \Delta(\tau, s) \boldsymbol{X}^{-1}(s)=\int_{s}^{1} \mathrm{~d}[\boldsymbol{K}(\tau)] \boldsymbol{X}(\tau) \boldsymbol{X}^{-1}(s)+\Delta^{+} \boldsymbol{K}(s)
$$

(cf. also III.2.13).
3.16. Remark. Let us notice that $\boldsymbol{F}(1)=\boldsymbol{F}(1-)=\mathbf{N}$ and by $(1,7)$ and the Dirichlet formula I.4.32

$$
\begin{equation*}
\int_{s}^{1} \boldsymbol{F}(\sigma) \boldsymbol{A}(\sigma) \mathrm{d} \sigma=\boldsymbol{F}(s)-\boldsymbol{F}(1)+\boldsymbol{K}(s) \quad \text { on }[0,1] \tag{3,19}
\end{equation*}
$$

3.17. Theorem. The functions $\boldsymbol{G}(t, s)=\boldsymbol{G}_{0}(t, s), \boldsymbol{H}(t)=\boldsymbol{H}_{0}(t)$ given by $(3,4)$ fulfil for any $t \in(0,1)$ the relations

$$
\begin{align*}
& \mathbf{G}(t, s)-\mathbf{G}(t, 1)- \int_{s}^{1} \boldsymbol{G}(t, \sigma) \boldsymbol{A}(\sigma) \mathrm{d} \sigma-\boldsymbol{H}(t) \boldsymbol{K}(s)=\Delta(t, s)  \tag{3,20}\\
& \text { for any } \quad s \in[0,1]
\end{align*}
$$

$$
\begin{equation*}
\mathbf{G}(t, 0)-\boldsymbol{H}(t) \mathbf{M}=\boldsymbol{X}(t)\left[\mathbf{I}-(\mathbf{S U})^{\#}(\mathbf{S U})\right], \quad \mathbf{G}(t, 1)+\boldsymbol{H}(t) \mathbf{N}=\mathbf{0} . \tag{3,21}
\end{equation*}
$$

Proof. Given $t \in(0,1)$ and $s \in[0,1]$,

$$
\begin{gathered}
\boldsymbol{G}_{0}(t, s)=-\boldsymbol{H}_{0}(t) \mathbf{N} \mathbf{X}(1) \boldsymbol{X}^{-1}(s) \\
-\boldsymbol{H}_{0}(t) \int_{s}^{1} \mathrm{~d}[\boldsymbol{K}(\tau)] \boldsymbol{X}(\tau) \boldsymbol{X}^{-1}(s)-\int_{s}^{1} \mathrm{~d}_{\sigma}[\Delta(t, \sigma)] \boldsymbol{X}(\sigma) \boldsymbol{X}^{-1}(s) .
\end{gathered}
$$

Our assertion follows readily taking into account the variation-of-constants formula for the initial value problem $\mathrm{d} \boldsymbol{y}^{*}=-\boldsymbol{y}^{*} \mathrm{~d}[\mathbf{B}]-\mathrm{d} \boldsymbol{h}^{*}, \boldsymbol{y}^{*}(1)=\boldsymbol{y}_{1}^{*}$ (cf. also the proof of 2.3 ).

On the other hand, we have
3.18. Theorem. Let $\boldsymbol{G}:[0,1] \times[0,1] \rightarrow L\left(R_{n}\right)$ and $\boldsymbol{H}:[0,1] \rightarrow L\left(R_{m}, R_{n}\right)$ fulfil for any $s \in(0,1)$ the relations $(3,15)-(3,18)$ and let $\gamma(s)=|\boldsymbol{G}(0, s)|+\operatorname{var}_{0}^{1} \boldsymbol{G}(., s) \leq \gamma_{0}$ $<\infty$ on $[0,1]$, $\boldsymbol{G}$ being measurable $[0,1] \times[0,1]$. Then $\mathbf{G}(t, s), \boldsymbol{H}(t)$ is a generalized Green couple for BVP $(1,1),(1,3)$.

Proof. Let $\binom{\boldsymbol{f}}{\boldsymbol{r}} \in R(\mathscr{L})$ and

$$
\begin{gathered}
\boldsymbol{x}(t)=\boldsymbol{H}(t) \boldsymbol{r}+\int_{0}^{1} \boldsymbol{G}(t, s) \boldsymbol{f}(s) \mathrm{d} s \quad \text { on }[0,1] . \\
\int_{0}^{1}\left(\int_{0}^{1}|\boldsymbol{A}(\tau) \boldsymbol{G}(\tau, s) \boldsymbol{f}(s)| \mathrm{d} s\right) \mathrm{d} \tau \leq \int_{0}^{1}|\boldsymbol{A}(\tau)|\left(\int_{0}^{1} \gamma_{0}|\boldsymbol{f}(s)| \mathrm{d} s\right) \mathrm{d} \tau \\
\leq\left(\int_{0}^{1}|\boldsymbol{A}(\tau)| \mathrm{d} \tau\right) \gamma_{0}\|\boldsymbol{f}\|_{L^{1}}<\infty,
\end{gathered}
$$

the Tonelli-Hobson theorem I.4.36 yields

$$
\int_{0}^{t} \boldsymbol{A}(\tau)\left(\int_{0}^{1} \boldsymbol{G}(\tau, s) \boldsymbol{f}(s) \mathrm{d} s\right) \mathrm{d} \tau=\int_{0}^{1}\left(\int_{0}^{t} \boldsymbol{A}(\tau) \boldsymbol{G}(\tau, s) \mathrm{d} \tau\right) \boldsymbol{f}(s) \mathrm{d} s
$$

for any $t \in[0,1]$. Consequently in virtue of $(3,15)$ and $(3,17)$

$$
\mathbf{x}(t)-\mathbf{x}(0)-\int_{0}^{t} \boldsymbol{A}(\tau) \mathbf{x}(\tau) \mathrm{d} \tau=\int_{0}^{1} \Delta(t, s) \boldsymbol{f}(s) \mathrm{d} s=\int_{0}^{t} \boldsymbol{f}(\tau) \mathrm{d} \tau
$$

Finally, taking into account that $\binom{\boldsymbol{f}}{\boldsymbol{r}} \in R(\mathscr{L})$ if and only if (cf. 3.1)

$$
\left[\mathbf{I}-(\mathbf{S U})(\mathbf{S U})^{\#}\right]\left[r-\int_{0}^{1} F(s) f(s) \mathrm{d} s\right]=\mathbf{0}
$$

and applying I.4.38 it is not difficult to check that $\boldsymbol{x}(t)$ verifies also the side condition $(1,3)$.
3.19. Remark. By the variation-of-constants formula III. 2.13 for generalized differential equations $\boldsymbol{G}:[0,1] \times[0,1] \rightarrow L\left(R_{n}\right)$ fulfils $(3,15)$ and $(3,16)$ for all $s \in(0,1)$ if and only if there exists $\mathrm{C}:[0,1] \rightarrow L\left(R_{n}\right)$ such that

$$
\boldsymbol{G}(t, s)=\boldsymbol{X}(t) \Delta(t, s) \boldsymbol{X}^{-1}(s)+\boldsymbol{X}(t) \boldsymbol{C}(s) \quad \text { for all } \quad t \in[0,1] \quad \text { and } \quad s \in(0,1)
$$

and

$$
(\mathbf{S U}) \mathbf{C}(s)=-(\mathbf{S U})(\mathbf{S U})^{\#} \boldsymbol{F}(s) \quad \text { on }(0,1)
$$

Hence according to I.2.6 $\mathbf{G}(t, s)$ fulfils $(3,15)$ and $(3,16)$ if and only if

$$
\begin{equation*}
\boldsymbol{G}(t, s)=\boldsymbol{G}_{0}(t, s)+\boldsymbol{X}_{0}(t) \boldsymbol{D}(s), \tag{3,22}
\end{equation*}
$$

where $\boldsymbol{X}_{0}(t)$ has the same meaning as in 3.14 and vanishes if $k=n-\operatorname{rank}(S U)=0$ and $D(s)$ is an arbitrary $k \times n$-matrix valued function defined on $(0,1)$.

Analogously $\boldsymbol{H}:[0,1] \rightarrow L\left(R_{m}, R_{n}\right)$ fulfils $(3,17),(3,18)$ if and only if

$$
\begin{equation*}
\boldsymbol{H}(t)=\boldsymbol{H}_{0}(t)+\boldsymbol{X}_{0}(t) \boldsymbol{\Gamma} \quad \text { on }[0,1], \tag{3,23}
\end{equation*}
$$

where $\Gamma \in L\left(R_{m}, R_{k}\right)$ may be arbitrary.
Since $\operatorname{rank}\left(\boldsymbol{X}_{0}(t)\right) \equiv k$ on $[0,1]$ (cf. 2.8), we have by I.2.6.

$$
\begin{gather*}
\mathbf{D}(s)=\mathbf{X}_{0}^{\#}(t)\left(\mathbf{G}(t, s)-\mathbf{G}_{0}(t, s)\right) \quad \text { for all } \quad s \in(0,1) \text { and } t \in[0,1],  \tag{3,24}\\
\boldsymbol{\Gamma}=\mathbf{X}_{0}^{\#}(t)\left(\boldsymbol{H}(t)-\boldsymbol{H}_{0}(t)\right) \quad \text { for all } t \in[0,1] .
\end{gather*}
$$

Now, let $\mathbf{G}(t, s), \boldsymbol{H}(t)$ satisfy also $(3,20),(3,21)$ for any $t \in(0,1)$. Then $\operatorname{var}_{0}^{1} \boldsymbol{G}(t,)<.\infty$ for any $t \in[0,1]$. Moreover, by $(3,23)$ and $(3,24)$

$$
\begin{equation*}
\boldsymbol{D}(0+)=\boldsymbol{X}_{0}^{\#}(t)\left(\boldsymbol{G}(t, 0+)-\boldsymbol{G}_{0}(t, 0+)\right)=\boldsymbol{X}_{0}^{\#}(t)\left(\boldsymbol{H}(t)-\boldsymbol{H}_{0}(t)\right) \boldsymbol{M}=\boldsymbol{\Gamma} \boldsymbol{M} \tag{3,25}
\end{equation*}
$$

and

$$
\begin{equation*}
D(1-)=-\boldsymbol{\Gamma N} . \tag{3,26}
\end{equation*}
$$

Putting $\mathbf{D}(0)=\mathbf{D}(0+), \boldsymbol{D}(1)=\mathbf{D}(1-), \boldsymbol{D}$ will be of bounded variation on $[0,1]$. By $(3,20)$

$$
\boldsymbol{D}(s)-\mathbf{D}(1)-\int_{s}^{1} \boldsymbol{D}(\tau) \boldsymbol{A}(\tau) \mathrm{d} \tau-\Gamma \boldsymbol{K}(s)=\mathbf{0} \quad \text { on }[0,1]
$$

This together with $(3,25),(3,26)$ may hold if and only if there is $W \in L\left(R_{k^{*}}, R_{k}\right)$ such that $D(s) \equiv W Y_{0}(s)$ on $[0,1]$ and $\Gamma=W \boldsymbol{\Lambda}_{0}$ (cf. 2.8). To summarize:

$$
\mathbf{G}:[0,1] \times[0,1] \rightarrow L\left(R_{n}\right) \text { and } \mathbf{H}:[0,1] \rightarrow L\left(R_{m}, R_{n}\right)
$$

satisfy $(3,15)-(3,18)$ for any $s \in(0,1)$ and $(3,20),(3,21)$ for any $t \in(0,1)$ if and only if

$$
\begin{array}{cc}
\boldsymbol{G}(t, s)=\boldsymbol{G}_{0}(t, s)+\boldsymbol{X}_{0}(t) \boldsymbol{W} \boldsymbol{Y}_{0}(s) & \text { on }[0,1] \times[0,1], \\
\boldsymbol{H}(t)=\boldsymbol{H}_{0}(t)-\boldsymbol{X}_{0}(t) \mathbf{W} \boldsymbol{\Lambda}_{0} & \text { on }[0,1],
\end{array}
$$

where $\mathbf{W} \in L\left(R_{k^{*}}, R_{k}\right)$ may be arbitrary.
3.20. Remark. By the definition $(3,4)$ of $\boldsymbol{G}_{0}(t, s)$ and $\boldsymbol{H}_{0}(t)$ and 3.17

$$
\begin{align*}
& \boldsymbol{G}_{0}(t, 0+)-\boldsymbol{H}_{0}(t) \boldsymbol{M}=\boldsymbol{X}(t)\left[\mathbf{I}-(\mathbf{S U})^{\#}(\mathbf{S U})\right] \quad \text { if } t>0,  \tag{3,27}\\
& \mathbf{G}_{0}(0,0+)-\boldsymbol{H}_{0}(0) \boldsymbol{M}=-(\mathbf{S U})^{\#}(\mathbf{S U}), \\
& \mathbf{G}_{0}(t, 1-)+\boldsymbol{H}_{0}(t) \boldsymbol{N}=\mathbf{0} \quad \text { if } t<1, \\
& \mathbf{G}_{0}(1,1-)+\boldsymbol{H}_{0}(1) \boldsymbol{N}=\boldsymbol{I} .
\end{align*}
$$

In particular, for any $\mathbf{g} \in B V_{n}$ right-continuous on $[0,1)$ and left-continuous at 1

$$
\begin{equation*}
\int_{0}^{1} \mathrm{~d}\left[\mathbf{g}^{*}(\tau)\right]\left(\mathbf{G}_{0}(\tau, 0+)-\boldsymbol{H}_{0}(\tau) \boldsymbol{M}\right)=\int_{0}^{1} \mathrm{~d}\left[\mathbf{g}^{*}(\tau)\right] \boldsymbol{X}(\tau)\left[\mathbf{I}-(\mathbf{S U})^{\#}(\mathbf{S U})\right] \tag{3,28}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{0}^{1} \mathrm{~d}\left[\mathbf{g}^{*}(\tau)\right]\left(\mathbf{G}_{0}(\tau, 1-)+\boldsymbol{H}_{0}(\tau) \mathbf{N}\right)=\mathbf{0} . \tag{3,29}
\end{equation*}
$$

We shall conclude this section by proving that the couple $\boldsymbol{G}_{0}(t, s), \boldsymbol{H}_{0}(t)$ has also the meaning of a generalized Green couple for the adjoint nonhomogeneous BVP $(2,11),(2,12)$.
3.21. Theorem. Let $\mathbf{g} \in B V_{n}$ be right-continuous on $[0,1)$ and left-continuous at 1 and let $\boldsymbol{p}, \boldsymbol{q} \in R_{n}$. Then, if $B V P(2,11),(2,12)$ has a solution, the couple $\left(\boldsymbol{y}^{*}, \lambda^{*}\right)$ given by

$$
\begin{align*}
& \boldsymbol{y}^{*}(s)=\boldsymbol{q}^{*} \boldsymbol{G}_{0}(1, s)-\mathbf{p}^{*} \boldsymbol{G}_{0}(0, s)-\int_{0}^{1} \mathrm{~d}\left[\mathbf{g}^{*}(\tau)\right] \boldsymbol{G}_{0}(\tau, s) \quad \text { on }(0,1),  \tag{3,30}\\
& \boldsymbol{y}^{*}(0)=\boldsymbol{y}^{*}(0+), \quad \boldsymbol{y}^{*}(1)=\boldsymbol{y}^{*}(1-), \\
& \lambda^{*}=-\boldsymbol{q}^{*} \boldsymbol{H}_{0}(1)+\mathbf{p}^{*} \boldsymbol{H}_{0}(0)+\int_{0}^{1} \mathrm{~d}\left[\mathbf{g}^{*}(\tau)\right] \boldsymbol{H}_{0}(\tau)
\end{align*}
$$

is also its solution.
Proof. (a) By $(3,4) \boldsymbol{G}_{0}(1, s)=\boldsymbol{X}(1)\left(\boldsymbol{X}^{-1}(s)-(\boldsymbol{S U})^{\#} \boldsymbol{F}(s)\right)$ on $[0,1]$ and owing to $(1,7)$ and $(3,19)$

$$
\begin{aligned}
& \int_{s}^{1} \boldsymbol{G}_{0}(1, \sigma) \boldsymbol{A}(\sigma) \mathrm{d} \sigma \\
& =\boldsymbol{X}(1) \boldsymbol{X}^{-1}(s)-\mathbf{X}(1)(\mathbf{S U})^{\#} \boldsymbol{F}(s)-\mathbf{I}+\mathbf{X}(1)(\mathbf{S U})^{\#} \boldsymbol{F}(1)-\mathbf{X}(1)(\mathbf{S U})^{\#} \boldsymbol{K}(s)
\end{aligned}
$$

or
$(3,31) \quad \boldsymbol{G}_{0}(1, s)=\boldsymbol{G}_{0}(1,1)+\int_{s}^{1} \boldsymbol{G}_{0}(1, \sigma) \boldsymbol{A}(\sigma) \mathrm{d} \sigma+\boldsymbol{H}_{0}(1) \boldsymbol{K}(s) \quad$ on $[0,1]$.

Let us notice that $\boldsymbol{G}_{0}(1,1-)=\mathbf{G}_{0}(1,1)=\mathbf{I}-\mathbf{X}(1)(\mathbf{S U})^{+} \boldsymbol{F}(1)$ and $\boldsymbol{G}_{0}(1,0+)$ $=\boldsymbol{G}_{0}(1,0)=\boldsymbol{X}(1)-\boldsymbol{X}(1)(\mathbf{S U})^{\#} \boldsymbol{F}(0), \quad \boldsymbol{F}(1)=\mathbf{N}, \quad \boldsymbol{F}(0)=(\mathbf{S U})-\boldsymbol{M}$. Furthermore,

$$
\begin{gathered}
\boldsymbol{G}_{0}(0,0)=\mathbf{I}-(\mathbf{S U})^{\#} \boldsymbol{F}(0)=\mathbf{I}-(\mathbf{S U})^{\#}(\mathbf{S U})+(\mathbf{S U})^{\#} \boldsymbol{M}, \\
\mathbf{G}_{0}(0, s)=-(\mathbf{S U})^{\#} \boldsymbol{F}(s)
\end{gathered}
$$

if $s>0$. In particular, $\boldsymbol{G}_{0}(0,1-)=\boldsymbol{G}_{0}(0,1)=-(\mathbf{S U})^{\#} \boldsymbol{F}(1)=-(\mathbf{S U})^{\#} \boldsymbol{N}$. Hence, making use of $(3,19)$

$$
\begin{equation*}
\int_{s}^{1} \boldsymbol{G}_{0}(0, \sigma) \boldsymbol{A}(\sigma) \mathrm{d} \sigma=\boldsymbol{G}_{0}(0, s)-\boldsymbol{G}_{0}(0,1)-\boldsymbol{H}_{0}(0) \boldsymbol{K}(s) \quad \text { on }[0,1] . \tag{3,32}
\end{equation*}
$$

Now, if $\boldsymbol{y}^{*}:[0,1] \rightarrow R_{n}^{*}$ and $\lambda^{*} \in R_{m}^{*}$ are given by $(3,30)$, then by $(3,15),(3,20)$, $(3,31),(3,32)$ and I.4.32

$$
\begin{gathered}
\boldsymbol{y}^{*}(s)-\boldsymbol{y}^{*}(1)-\int_{s}^{1} \boldsymbol{y}^{*}(\sigma) \boldsymbol{A}(\sigma) \mathrm{d} \sigma+\lambda^{*} \boldsymbol{K}(s) \\
=-\int_{0}^{1} \mathrm{~d}\left[\mathbf{g}^{*}(\tau)\right]\left(\boldsymbol{G}_{0}(\tau, s)-\boldsymbol{G}_{0}(\tau, 1)-\int_{s}^{1} \boldsymbol{G}_{0}(\tau, \sigma) \boldsymbol{A}(\sigma) \mathrm{d} \sigma-\boldsymbol{H}_{0}(\tau) \boldsymbol{K}(s)\right) \\
=\mathbf{g}^{*}(s)-\mathbf{g}^{*}(1) \quad \text { on }[0,1] .
\end{gathered}
$$

(Here we have also made use of the assumption $\mathbf{g}^{*}(1-)=\mathbf{g}^{*}(1), \mathbf{g}^{*}(0+)=\mathbf{g}^{*}(0)$ and of the fact that $\boldsymbol{G}_{0}(0, s+)=\boldsymbol{G}_{0}(0, s)$ if $s>0$ and $\boldsymbol{G}_{0}(1, s-)=\boldsymbol{G}_{0}(1, s)$ if $s<1$.)
(b) By $(3,21),(3,27)$ and $(3,29)$

$$
\begin{aligned}
\mathbf{y}^{*}(1)-\lambda^{*} \mathbf{N} & =\boldsymbol{q}^{*}\left[\boldsymbol{G}_{0}(1,1-)+\boldsymbol{H}_{0}(1) \mathbf{N}\right]-\boldsymbol{p}^{*}\left[\boldsymbol{G}_{0}(0,1-)+\boldsymbol{H}_{0}(0) \mathbf{N}\right] \\
& -\int_{0}^{1} \mathrm{~d}\left[\mathbf{g}^{*}(\tau)\right]\left(\boldsymbol{G}_{0}(\tau, 1-)+\boldsymbol{H}_{0}(\tau) \mathbf{N}\right)=\boldsymbol{q}^{*} .
\end{aligned}
$$

(c) Finally, by $(3,21),(3,27)$ and $(3,28)$

$$
\begin{aligned}
& \boldsymbol{y}^{*}(0)+\lambda^{*} \boldsymbol{M}=\mathbf{q}^{*} {\left[\mathbf{G}_{0}(1,0+)-\boldsymbol{H}_{0}(1) \boldsymbol{M}\right]-\boldsymbol{p}^{*}\left[\mathbf{G}_{0}(0,0+)-\boldsymbol{H}_{0}(0) \boldsymbol{M}\right] } \\
& \quad-\int_{0}^{1} \mathrm{~d}\left[\mathbf{g}^{*}(\tau)\right]\left(\boldsymbol{G}_{0}(\tau, 0+)-\boldsymbol{H}_{0}(\tau) \boldsymbol{M}\right) \\
&=\mathbf{p}^{*}+\left[\mathbf{q}^{*} \mathbf{X}(1)-\mathbf{p}^{*}-\int_{0}^{1} \mathrm{~d}\left[\mathbf{g}^{*}(\tau)\right] \mathbf{X}(\tau)\right]\left[\mathbf{I}-(\mathbf{S U})^{\#}(\mathbf{S U})\right] .
\end{aligned}
$$

Since $\boldsymbol{x}_{0}(t)=\boldsymbol{X}(t)\left[\mathbf{I}-(\mathbf{S U})^{\#}(\mathbf{S U})\right]$ is a solution to the homogeneous BVP (1,2), $(1,4)$, the last expression reduces to $\boldsymbol{p}^{*}$ (cf. 2.5).

## Notes

Canonical form of Stieltjes integral conditions (IV.3.15) is due to Zimmerberg [2]. Section IV. 2 is based on Vejvoda, Tvrdý [1] and Tvrdý, Vejvoda [1]. In IV.2.16 the idea of Pagni [1] is utilized. For writing IV.3, the paper Brown [1] was stimulating.

Bryan [1], Cole [2], Halanay, Moro [1], Krall [1]-[4] and Tucker [1] are related references to IV.2, while Reid [2], [3], Chitwood [1], Zubov [1], [2] and Bradley [1] concern IV.3. For a historical survey of the subject and a more complete bibliography the reader is referred e.g. to Whyburn [2], Conti [2], Reid [1] and Krall [9]. More detail concerning some special questions (as e.g. two-point problems, second order and $n$-th order equations, selfadjointness, expansion theorems) as well as examples may be found in the monographs Coddington, Levinson [1], Reid [1], Najmark [1] and Cole [1].

The interface problems were treated in Conti [3], Krall [2], [3], Parhimovic [3], Stallard [1] and Zettl [1]. Boundary problems in the $L^{p}$-setting were dealt with in Krall [1] - [8], Brown [1], [3], Brown, Krall [1], [3]. Expansion theorems for problems with a multipoint or Stieltjes integral side conditions are to be found in Krall [5], Brown, Green, Krall [1] and Coddington, Dijksma [1]. For applications to controllability, minimization problems and splines see Brown [2], Brown, Krall [2], Halanay [1] and Marchiò [1].

## V. Integro-differential operators

## 1. Fredholm-Stieltjes integro-differential operator

The most part of this chapter is devoted to the Fredholm-Stieltjes integro-differential operators of the form

$$
\mathbf{x} \rightarrow \mathbf{x}^{\prime}(t)-\int_{0}^{1} \mathrm{~d}_{s}[\mathbf{P}(t, s)] \mathbf{x}(s) .
$$

The kernel $\mathbf{P}(t, s)$ is assumed to be an $n \times n$-matrix valued function defined for a.e. $t \in[0,1]$ and any $s \in[0,1]$ and such that $\boldsymbol{P}(., s)$ is measurable on $[0,1]$ for any $s \in[0,1]$,

$$
\begin{equation*}
\varrho(t)=|\boldsymbol{P}(t, 0)|+\operatorname{var}_{0}^{1} \mathbf{P}(t, .)=\|\boldsymbol{P}(t, .)\|_{B V}<\infty \quad \text { a.e. on }[0,1] \tag{1,1}
\end{equation*}
$$

and

$$
\begin{equation*}
\|\varrho\|_{L^{p}}=\left(\int_{0}^{1}(\varrho(t))^{p} \mathrm{~d} t\right)^{1 / p}<\infty \tag{1,2}
\end{equation*}
$$

where $1 \leq p<\infty$.
Such kernels will be called $L^{p}[B V]$-kernels.
1.1. Remark. For $L^{r} \subset L^{p}$ if $p \leq r$, any $L^{r}[B V]$-kernel is also an $L^{p}[B V]$-kernel for each $p, 1 \leq p \leq r$. Furthermore

$$
|\boldsymbol{P}(t, s)| \leq|\boldsymbol{P}(t, 0)|+|\boldsymbol{P}(t, s)-\mathbf{P}(t, 0)| \leq \varrho(t)
$$

for all $s \in[0,1]$ and a.e. $t \in[0,1]$. Hence by $(1,2)$

$$
\int_{0}^{1}|\boldsymbol{P}(t, s)|^{p} \mathrm{~d} t<\infty \quad \text { for any } \quad s \in[0,1] .
$$

1.2. Proposition. If $\mathbf{P}(t, s)$ is an $L^{p}[B V]$-kernel, then the function

$$
\mathbf{P x}: t \in[0,1] \rightarrow \int_{0}^{1} \mathrm{~d}_{s}[\boldsymbol{P}(t, s)] \mathbf{x}(s) \in R_{n}
$$

belongs to $L_{n}^{p}$ for any $\mathbf{x} \in B V_{n}$ and the operator

$$
\begin{equation*}
\mathbf{P}: \mathbf{x} \in B V_{n} \rightarrow \int_{0}^{1} \mathrm{~d}_{s}[\mathbf{P}(t, s)] \mathbf{x}(s) \in L_{n}^{p} \tag{1,3}
\end{equation*}
$$

is linear and bounded.
Proof. By I.4.27 and I.4.37 Px $\in L_{n}^{p}$ and

$$
\begin{equation*}
|(\boldsymbol{P} \mathbf{x})(t)| \leq \varrho(t)\left(\sup _{s \in[0,1]}|\boldsymbol{x}(s)|\right) \quad \text { a.e. on }[0,1] \tag{1,4}
\end{equation*}
$$

for any $\mathbf{x} \in B V_{n}$. Since $\varrho \in L^{p}$ and $\sup |\boldsymbol{x}(s)| \leq\|\boldsymbol{x}\|_{B V}$, our assertion follows immediately.
1.3. Remark. Since (1,4) holds also for any $\mathbf{x} \in C_{n}$, the mapping $\mathbf{x} \rightarrow \boldsymbol{P} \mathbf{x}$ is bounded as an operator $C_{n} \rightarrow L_{n}^{p}$, as well. Let us notice, furthermore, that if $\boldsymbol{x}_{k}, \mathbf{x} \in C_{n}$ $(k=1,2, \ldots)$ and $\lim _{k \rightarrow \infty}\left\|\mathbf{x}_{k}-\mathbf{x}\right\|_{c}=0$, then in virtue of $(1,4) \lim _{k \rightarrow \infty}\left(\boldsymbol{P} \mathbf{x}_{k}\right)(t)=(\boldsymbol{P} \mathbf{x})(t)$ a.e. on $[0,1]$. In other words, $\boldsymbol{P}$ maps sequences converging uniformly on $[0,1]$ onto seuqences converging a.e. on $[0,1]$. It was shown in Kantorovič, Pinsker, Vulich [1] that

$$
\mathbf{x} \in C_{n} \rightarrow \int_{0}^{1} \mathrm{~d}_{s}[\mathbf{P}(t, s)] \mathbf{x}(s) \in L_{n}^{1},
$$

with the $L^{1}[B V]$-kernel $\mathbf{P}(t, s)$, is a general form of operators $C_{n} \rightarrow L_{n}^{1}$ possessing this property.
1.4. Proposition. If $\mathbf{P}(t, s)$ is an $L^{p}[B V]$-kernel, then the operator $\mathbf{P}: B V_{n} \rightarrow L_{n}^{p}$ given by $(1,3)$ is compact.

Proof. Let $\boldsymbol{x}_{k} \in B V_{n}$ and $\|\boldsymbol{x}\|_{B V} \leq 1$ for each $k=1,2, \ldots$. By the Helly Choice Theorem the sequence $\left\{\boldsymbol{x}_{k}\right\}_{k=1}^{\infty}$ contains a subsequence $\left\{\mathbf{x}_{k_{l}}\right\}_{l=1}^{\infty}$ such that

$$
\lim _{l \rightarrow \infty} \boldsymbol{x}_{k_{l}}(t)=\boldsymbol{x}(t) \quad \text { on }[0,1]
$$

for some $\mathbf{x} \in B V_{n}$. For $t, s \in[0,1]$ let us denote

$$
p(t, s)=\operatorname{var}_{0}^{s} \mathbf{P}(t, .)
$$

and

$$
z_{l}(t)=\int_{0}^{1} \mathrm{~d}_{s}[p(t, s)]\left|\mathbf{x}_{k_{l}}(s)-\mathbf{x}(s)\right| .
$$

Given $l=1,2, \ldots$ and $s \in[0,1]$,

$$
\left|\mathbf{x}_{k_{l}}(s)-\mathbf{x}(s)\right| \leq\left\|\boldsymbol{x}_{k_{l}}-\mathbf{x}\right\|_{B Y} \leq\left\|\boldsymbol{x}_{k_{l}}\right\|_{B V}+\|\boldsymbol{x}\|_{B V} \leq 1+\|\mathbf{x}\|_{B V}<\infty
$$

and hence by I.4.27

$$
\left|z_{l}(t)\right| \leq\left(\operatorname{var}_{0}^{1} \mathbf{P}(t, .)\right)\left(1+\|\boldsymbol{x}\|_{B V}\right) \leq\left(1+\|\boldsymbol{x}\|_{B V}\right) \varrho(t) \quad \text { a.e. on }[0,1] .
$$

Moreover, according to I.4.24

$$
\lim _{l \rightarrow \infty} z_{l}(t)=0 \quad \text { a.e. on }[0,1] .
$$

By the assumption $\varrho \in L^{p}$ and hence applying the classical Lebesgue Convergence Theorem we obtain

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \int_{0}^{1}\left|z_{l}(t)\right|^{p} \mathrm{~d} t=0 . \tag{1,5}
\end{equation*}
$$

Since for any $l=1,2, \ldots$

$$
\int_{0}^{1}\left|\int_{0}^{1} \mathrm{~d}_{s}[\boldsymbol{P}(t, s)]\left(\boldsymbol{x}_{k_{l}}(s)-\boldsymbol{x}(s)\right)\right|^{p} \mathrm{~d} t \leq \int_{0}^{1}\left|z_{l}(t)\right|^{p} \mathrm{~d} t
$$

$(1,5)$ implies

$$
\lim _{l \rightarrow \infty}\left\|\boldsymbol{P}_{\boldsymbol{x}_{\boldsymbol{l}}}-\boldsymbol{P} \mathbf{x}\right\|_{L^{p}}=0
$$

and this completes the proof.
1.5. Notation. Throughout the chapter $\boldsymbol{P}$ denotes the operator defined by $(1,3)$ or its restriction on $W_{n}^{p}(1 \leq p<\infty)$, where $W_{n}^{p}$ stands for the Sobolev space defined in I.5.10. Furthermore,

$$
\begin{equation*}
\mathbf{D}: \mathbf{x} \in W_{n}^{p} \rightarrow \mathbf{x}^{\prime} \in L_{n}^{p} \tag{1,6}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{L}=\mathbf{D}-\mathbf{P}: \mathbf{x} \in W_{n}^{p} \rightarrow \mathbf{x}^{\prime}-\mathbf{P} \mathbf{x} \in L_{n}^{p} \tag{1,7}
\end{equation*}
$$

for any $p \in R, p \geq 1$.
1.6. Remark. Clearly, $D$ is linear and bounded for any $p \in R, p \geq 1$. Hence if $\boldsymbol{P}(t, s)$ is an $L^{p}[B V]$-kernel, then $L$ is also linear and bounded. We shall show that it has a closed range and hence by I.3.14 it is normally solvable.
1.7. Proposition. Let $\boldsymbol{P}:[0,1] \times[0,1] \rightarrow L\left(R_{n}\right)$ be an $L^{p}[B V]$-kernel $(1 \leq p<\infty)$. Then the operator $L: W_{n}^{p} \rightarrow L_{n}^{p}$ given by $(1,7)$ has a closed range in $L_{n}^{p}$.

Proof. Let $\mathbf{f} \in L_{n}^{p}$. Then $\mathrm{f} \in R(\mathrm{~L})$ if and only if there exists $\mathbf{x} \in W_{n}^{p}$ such that

$$
\begin{equation*}
\mathbf{x}(t)-\mathbf{x}(0)-\int_{0}^{t}\left(\int_{0}^{1} \mathrm{~d}_{s}[\mathbf{P}(\tau, s)] \mathbf{x}(s)\right) \mathrm{d} \tau=\int_{0}^{t} \boldsymbol{f}(\tau) \mathrm{d} \tau \tag{1,8}
\end{equation*}
$$

Hence denoting

$$
\begin{gather*}
\boldsymbol{\Psi}: \boldsymbol{h} \in L_{n}^{p} \rightarrow \int_{0}^{t} \boldsymbol{h}(\tau) \mathrm{d} \tau \in W_{n}^{p},  \tag{1,9}\\
\boldsymbol{\Pi}: \mathbf{x} \in W_{n}^{p} \rightarrow \mathbf{z}(t) \equiv \mathbf{x}(0) \in W_{n}^{p},
\end{gather*}
$$

we have $\boldsymbol{f} \in R(\mathbf{L})$ if and only if $\boldsymbol{\Psi} \boldsymbol{f} \in R(\boldsymbol{I}-(\boldsymbol{\Pi}+\boldsymbol{\Psi} \mathbf{P}))$, where $\boldsymbol{I}$ stands for the identity operator on $W_{n}^{p}$.

The operators $\Pi$ and $\Psi$ are evidently linear and bounded. As $R(\Pi)$ is finite dimensional, $\Pi$ is compact (cf. I.3.21). Since, given $\mathbf{x} \in W_{n}^{p},\|\mathbf{x}\|_{B V} \leq\|\boldsymbol{x}\|_{W^{p}}$, it follows from 1.4 that also $\mathbf{P}: W_{n}^{p} \rightarrow L_{n}^{p}$ is compact. Hence the operator $\boldsymbol{\Theta}=\boldsymbol{\Pi}+\boldsymbol{\Psi P}: W_{n}^{p} \rightarrow W_{n}^{p}$ is linear bounded and compact. Consequently $R(\boldsymbol{I}-\boldsymbol{\Theta})$ is closed (cf. I.3.20).
Since $\boldsymbol{\Psi}(R(L))=R(\boldsymbol{I}-\boldsymbol{\Theta}), R(\boldsymbol{L})$ is closed.
1.8. Proposition. If $\mathbf{P}(t, s)$ is an $L^{p}[B V]$-kernel, then

$$
n \leq \operatorname{dim} N(L)<\infty
$$

while $\operatorname{dim} N(\mathbf{L})=n$ if and only if $R(\mathbf{L})=L_{n}^{p}$.
Proof. By the proof of 1.7 the equation $L x=f$ is equivalent to the equation

$$
\mathbf{x}-\boldsymbol{\Theta} \mathbf{x}=\boldsymbol{\Psi}_{f}
$$

where $\boldsymbol{\Theta}=\boldsymbol{\Pi}+\boldsymbol{\Psi P}: W_{n}^{p} \rightarrow W_{n}^{p}$ is defined by $(1,9)$. Since $\boldsymbol{\Theta}$ is compact, by I.3.20 we have $\operatorname{dim} N(\boldsymbol{L})=\operatorname{dim} N(\boldsymbol{I}-\boldsymbol{\Theta})<\infty$ and

$$
\begin{equation*}
\operatorname{dim} N(\mathbf{L})=\operatorname{codim} R(\mathbf{I}-\boldsymbol{\Theta})=\operatorname{dim} W_{n}^{p} / R(\boldsymbol{I}-\boldsymbol{\Theta}) \tag{1,10}
\end{equation*}
$$

It follows from the definition of $\boldsymbol{\Theta}$ that

$$
R(\boldsymbol{I}-\boldsymbol{\Theta}) \subset\left\{\mathbf{g} \in W_{n}^{p} ; \mathbf{g}(0)=\mathbf{0}\right\}=V_{n}^{p} .
$$

Consequently

$$
\operatorname{dim} W_{n}^{p} / R(I-\Theta) \geq \operatorname{dim} W_{n}^{p} / V_{n}^{p} .
$$

If $\left\{\mathbf{e}_{1}, \mathbf{e}_{2}, \ldots, \mathbf{e}_{n}\right\}$ is a basis in $R_{n}$ and $\xi_{j}(t)=\mathbf{e}_{j}$ on $[0,1](j=1,2, \ldots, n)$, then the system of equivalence classes $\xi_{j}+V_{n}^{p}(j=1,2, \ldots, n)$ forms a basis in $W_{n}^{p} / V_{n}^{p}$. Hence

$$
\operatorname{dim} W_{n}^{p} / V_{n}^{p}=n
$$

and by $(1,10) \operatorname{dim} N(L)=n$ if and only if

$$
\operatorname{dim} W_{n}^{p} / V_{n}^{p}=\operatorname{dim} W_{n}^{p} / R(\boldsymbol{I}-\boldsymbol{\Theta})
$$

Since $R(I-\Theta)=V_{n}^{p}$ if and only if $R(L)=L_{n}^{p}$, the proof will be completed by means of the following assertion.
1.9. Lemma. Given a Banach space $X$ and its closed linear subspaces $M, N$ such that $M \subset N \subset X, \operatorname{dim} X|M=\operatorname{dim} X| N<\infty$ holds if and only if $M=N$.

Proof. Let $\operatorname{dim} X / M=\operatorname{dim} X \mid N=k<\infty$ and let $x \in N \backslash M$. Let $\Xi_{j}=\boldsymbol{\xi}_{j}+N$ $(j=1,2, \ldots, k)$ be a basis in $X / N$ and let

$$
\alpha x+\sum_{j=1}^{k} \lambda_{j} \xi_{j} \in M \subset N
$$

for some real numbers $\alpha, \lambda_{j}(j=1,2, \ldots, k)$. Since $\alpha \mathbf{x} \in N$, this may happen only if $\lambda_{1} \xi_{1}+\lambda_{2} \xi_{2}+\ldots+\lambda_{k} \xi_{k} \in N$, i.e. $\lambda_{1}=\lambda_{2}=\ldots=\lambda_{k}=0$. Thus $\alpha x \in M$ and for $\mathbf{x} \notin M, \alpha=0$. This means that the classes $\left\{\mathbf{x}+M, \boldsymbol{\xi}_{j}+M ; j=1,2, \ldots, k\right\}$ are linearly independent in $X / M$ and $\operatorname{dim} X / M \geq k+1>\operatorname{dim} X / N$. This being contradictory to the assumption, we have $M=N$.
1.10. Remark. By 1.8 there exists an $n \times k$-matrix valued function $\boldsymbol{X}(k=\operatorname{dim} N(\boldsymbol{L}))$ such that $\boldsymbol{x} \in W_{n}^{p}$ is a solution to $\boldsymbol{L} \boldsymbol{x}=\mathbf{0}$ if and only if $\mathbf{x}_{0}(t) \equiv \boldsymbol{X}(t) \boldsymbol{c}$ on $[0,1]$ for some $\boldsymbol{c} \in R_{k}$. Unfortunately, even if $k=n$, it need not be $\operatorname{det}(\boldsymbol{X}(t)) \neq 0$ on $[0,1]$. For example, the equation

$$
\begin{equation*}
\mathbf{x}^{\prime}(t)-4 \int_{0}^{1} \mathbf{x}(\tau) \mathrm{d} \tau=\boldsymbol{f}(t) \quad \text { a.e. on }[0,1] \tag{1,11}
\end{equation*}
$$

possesses for any $\boldsymbol{f} \in L_{n}^{1}$ and $\boldsymbol{c} \in R_{n}$ the unique solution

$$
\mathbf{x}(t)=\boldsymbol{I}(1-4 t) \boldsymbol{c}+4 t \int_{0}^{1}\left(\int_{0}^{s} f(\tau) \mathrm{d} \tau\right) \mathrm{d} s+\int_{0}^{t} \boldsymbol{f}(\tau) \mathrm{d} \tau \quad \text { on }[0,1]
$$

such that $\boldsymbol{x}(0)=\mathbf{c}$. In particular, $\boldsymbol{x} \in A C_{n}$ is a solution of the corresponding homogeneous equation if and only if $\boldsymbol{x}(t)=\boldsymbol{I}(1-4 t) \boldsymbol{c}$ for some $\boldsymbol{c} \in R_{n}$ and $\boldsymbol{X}(t)=\boldsymbol{I}(1-4 t)$ is the fundamental matrix solution for $(1,11)$. Let us notice that $\boldsymbol{X}\left(\frac{1}{4}\right)=\mathbf{0}$.
1.11. Remark. Putting $\boldsymbol{R}(t, s)=\boldsymbol{P}(t, s+)-\mathbf{P}(t, 1)$ for $s \in(0,1), \boldsymbol{R}(t, 0)=\boldsymbol{P}(t, 0)-\mathbf{P}(t, 1)$ and $\boldsymbol{R}(t, 1)=\mathbf{0}$, we would obtain

$$
\begin{array}{lll}
\boldsymbol{R}(t, s+)=\mathbf{P}(t, s+)-\mathbf{P}(t, 1) & \text { if } & s \in[0,1), \\
\boldsymbol{R}(t, s-)=\mathbf{P}(t, s-)-\mathbf{P}(t, 1) & \text { if } & s \in(0,1]
\end{array}
$$

and hence according to I.5.5

$$
\int_{0}^{1} \mathrm{~d}_{s}[\boldsymbol{P}(t, s)] \boldsymbol{x}(s)=\int_{0}^{1} \mathrm{~d}_{s}[\boldsymbol{R}(t, s)] \boldsymbol{x}(s) \quad \text { for each } \quad \mathbf{x} \in A C_{n} .
$$

Given a subdivision $\sigma=\left\{0=s_{0}<s_{1}<\ldots<s_{m}=1\right\}$ of [0,1] and $\delta>0$ such that $0=s_{0}<s_{0}+\delta<s_{1}<s_{1}+\delta<\ldots<s_{m-1}<s_{m-1}+\delta<s_{m}=1$, we have

$$
\begin{aligned}
V_{\delta}(t) & =\left|\boldsymbol{P}\left(t, s_{0}+\delta\right)-\boldsymbol{P}(t, 0)\right|+\sum_{j=1}^{m-1}\left|\boldsymbol{P}\left(t, s_{j}+\delta\right)-\boldsymbol{P}\left(t, s_{j-1}+\delta\right)\right| \\
& +\left|\boldsymbol{P}(t, 1)-\boldsymbol{P}\left(t, s_{m-1}+\delta\right)\right| \leq \varrho(t) \quad \text { a.e. on }[0,1] .
\end{aligned}
$$

Consequently

$$
\sum_{j=1}^{m}\left|\boldsymbol{R}\left(t, s_{j}\right)-\boldsymbol{R}\left(t, s_{j-1}\right)\right|=\lim _{\delta \rightarrow 0+} V_{\delta}(t) \leq \varrho(t)
$$

and $\operatorname{var}_{0}^{1} \boldsymbol{R}(t,.) \leq \varrho(t)$ a.e. on $[0,1]$. Since $|\boldsymbol{R}(t, 0)| \leq 2 \varrho(t)$ a.e. on $[0,1]$ (cf. 1.1), it follows that $\boldsymbol{R}:[0,1] \times[0,1] \rightarrow L\left(R_{n}\right)$ is also an $L^{p}[B V]$-kernel.

This means that without any loos of generality we may assume that $\boldsymbol{P}(t,$.$) is$ right-continuous on $(0,1)$ and $\boldsymbol{P}(t, 1)=\mathbf{0}$ for almost all $t \in[0,1]$.
1.12. Remark. Let

$$
\boldsymbol{P}(t, s)=\left\{\begin{array}{llr}
-\boldsymbol{A}(t)-\boldsymbol{C}(t)-\boldsymbol{D}(t) & \text { if } & s=0 \\
-\boldsymbol{A}(t)-\boldsymbol{D}(t) & \text { if } & 0<s<t \\
-\boldsymbol{D}(t) & \text { if } & t \leq s<1 \\
\mathbf{0} & \text { if } & s=1
\end{array}\right.
$$

where $\boldsymbol{A}, \mathbf{C}, \mathbf{D}$ are $n \times n$-matrix valued functions whose columns are elements of $L_{n}^{p}$. Then

$$
\operatorname{var}_{0}^{1} \mathbf{P}(t, .)=|\boldsymbol{A}(t)|+|\boldsymbol{C}(t)|+|\boldsymbol{D}(t)| \quad \text { a.e. on }[0,1]
$$

and hence $\boldsymbol{P}(t, s)$ is an $L^{p}[B V]$-kernel. Furthermore, given $\mathbf{x} \in A C_{n}$,

$$
\int_{0}^{1} \mathrm{~d}_{s}[\mathbf{P}(t, s)] \boldsymbol{x}(s)=\boldsymbol{A}(t) \mathbf{x}(t)+\mathbf{C}(t) \mathbf{x}(0)+\boldsymbol{D}(t) \boldsymbol{x}(1) \quad \text { a.e. on }[0,1]
$$

and the integro-differential operator $\mathbf{L}=\mathbf{D}-\boldsymbol{P}$ reduces to the differential-boundary operator

$$
\mathbf{x} \in W_{n}^{p} \rightarrow \mathbf{x}^{\prime}(t)-\mathbf{A}(t) \mathbf{x}(t)-\mathbf{C}(t) \mathbf{x}(0)-\mathbf{D}(t) \mathbf{x}(1) \in L_{n}^{p} .
$$

## 2. Duality theory

Our wish is now to establish the duality theory for BVP

$$
\begin{gather*}
\mathbf{x}^{\prime}(t)-\int_{0}^{1} \mathrm{~d}_{s}[\boldsymbol{P}(t, s)] \mathbf{x}(s)=\boldsymbol{f}(t) \quad \text { a.e. on }[0,1]  \tag{2,1}\\
\mathbf{S}_{\mathbf{x}} \equiv \boldsymbol{M} \mathbf{x}(0)+\int_{0}^{1} \boldsymbol{K}(t) \boldsymbol{x}^{\prime}(t) \mathrm{d} t=\boldsymbol{r} \tag{2,2}
\end{gather*}
$$

In particular, we shall show the normal solvability and eyaluate the index of this boundary value problem under the following assumptions.
2.1. Assumptions. $\boldsymbol{P}:[0,1] \times[0,1] \rightarrow L\left(R_{n}\right)$ is an $L^{p}-[B V]$-kernel, $1 \leq p<\infty$, $\boldsymbol{f} \in L_{n}^{p}, \boldsymbol{M} \in L\left(R_{n}, R_{m}\right), \boldsymbol{K}:[0,1] \rightarrow L\left(R_{n}, R_{m}\right),\|\boldsymbol{K}\|_{L^{q}}<\infty, q=p /(p-1)$ if $p>1$, $q=\infty$ if $p=1$ and $\boldsymbol{r} \in R_{m}$.
2.2. Definition. A function $\mathbf{x}:[0,1] \rightarrow R_{n}$ is said to be a solution of $B V P(2,1)$, $(2,2)$ if $\boldsymbol{x} \in A C_{n}$ and $(2,1),(2,2)$ hold for a.e. $t \in[0,1]$.
2.3. Remark. According to 1.13 we may assume that for a.e. $t \in[0,1] \boldsymbol{P}(t,$.$) is$ right-continuous on $(0,1)$ and $\boldsymbol{P}(t, 1)=\mathbf{0}$. Furthermore, let us mention, that if
$\boldsymbol{P}(t, s)$ is an $L^{p}[B V]$-kernel and $\boldsymbol{f} \in L_{n}^{p}$, then obviously $\mathbf{x}^{\prime} \in L_{n}^{p}$ for any solution $\mathbf{x} \in A C_{n}$ of the integro-differential equation (2,1). Thus given a solution $\mathbf{x}$ of BVP $(2,1),(2,2), x \in W_{n}^{p}$.
2.4. Notations. The operators $\mathbf{D} \in B\left(W_{n}^{p}, L_{n}^{p}\right)$ and $\mathbf{P} \in K\left(W_{n}^{p}, L_{n}^{p}\right)$ are defined by $(1,3)$ and $(1,6)$,

$$
\mathbf{S}: \mathbf{x} \in W_{n}^{p} \rightarrow \boldsymbol{M} \mathbf{x}(0)+\int_{0}^{1} \boldsymbol{K}(t) \mathbf{x}^{\prime}(t) \mathrm{d} t \in R_{m}
$$

and

$$
\mathscr{L}: \mathbf{x} \in W_{n}^{p} \rightarrow\left[\begin{array}{c}
\mathbf{D x}-\mathbf{P x}  \tag{2,3}\\
\mathbf{S x}
\end{array}\right] \in L_{n}^{p} \times R_{m}
$$

Making use of 2.4 , we may reformulate $\operatorname{BVP}(2,1),(2,2)$ as the operator equation

$$
\begin{equation*}
\mathscr{L} x=\binom{\boldsymbol{f}}{\boldsymbol{r}} \tag{2,4}
\end{equation*}
$$

It appears to be convenient to handle instead of $(2,4)$ the operator equation for $\boldsymbol{\xi}=\binom{\mathbf{x}}{\mathbf{d}} \in W_{n}^{p} \times R_{m}$

$$
\begin{equation*}
\boldsymbol{\xi}-\boldsymbol{T} \xi=\varphi, \tag{2,5}
\end{equation*}
$$

where

$$
\begin{align*}
& \text { 2,6) } \boldsymbol{\Psi}: \mathbf{u} \in L_{n}^{p} \rightarrow \int_{0}^{1} \mathbf{u}(\tau) \mathrm{d} \tau \in W_{n}^{p}, \quad \boldsymbol{\Phi}: \mathbf{x} \in W_{n}^{p} \rightarrow \mathbf{v}(t) \equiv \mathbf{x}(0) \in W_{n}^{p}  \tag{2,6}\\
& \mathbf{T}:\binom{\mathbf{x}}{\mathbf{d}} \in W_{n}^{p} \times R_{m} \rightarrow\left[\begin{array}{c}
\boldsymbol{\Phi} \mathbf{x}+\boldsymbol{\Psi} \mathbf{P} \mathbf{x} \\
\mathbf{d}-\mathbf{S} \mathbf{x}
\end{array}\right] \in W_{n}^{p} \times R_{m} \quad \text { and } \quad \boldsymbol{\varphi}=\binom{\boldsymbol{\Psi} \boldsymbol{f}}{\mathbf{r}} \in W_{n}^{p} \times R_{m} .
\end{align*}
$$

Clearly, $\mathbf{x} \in W_{n}^{p}$ is a solution to $\operatorname{BVP}(2,1),(2,2)$ if and only if for an arbitrary $\boldsymbol{d} \in R_{m}$ the couple $\boldsymbol{\xi}=\binom{\boldsymbol{x}}{\boldsymbol{d}}$ is a solution of $(2,5)$. In particular,

$$
\begin{equation*}
\operatorname{dim} N(\boldsymbol{I}-\mathbf{T})=\operatorname{dim} N(\mathscr{L})+m \tag{2,7}
\end{equation*}
$$

Furthermore, $\binom{\boldsymbol{f}}{\boldsymbol{r}} \in L_{n}^{p} \times R_{m}$ belongs to $R(\mathscr{L})$ if and only if $\binom{\boldsymbol{\Psi} \boldsymbol{f}}{\boldsymbol{r}} \in R(\boldsymbol{I}-\boldsymbol{T})$. As according to 1.4 and I. 3.21 the linear operator $\boldsymbol{T}$ given by $(2,6)$ is compact and the linear operator $\mathbf{W}:\binom{\boldsymbol{f}}{\boldsymbol{r}} \in L_{n}^{p} \times R_{m} \rightarrow\binom{\Psi \boldsymbol{f}}{\boldsymbol{r}} \in W_{n}^{p} \times R_{m}$ is obviously bounded, we have
2.5. Proposition. Under the assumptions 2.1 the operator $\mathscr{L}$ given by $(2,3)$ has a closed range in $L_{n}^{p} \times R_{m}$.

Since by I.5.13 the dual space $\left(W_{n}^{p}\right)^{*}$ to $W_{n}^{p}$ is isometrically isomorphic with $L_{n}^{q} \times R_{n}^{*}$ and $\left(L_{n}^{p} \times R_{m}\right)^{*}$ is isometrically isomorphic with $L_{n}^{q} \times R_{m}^{*}$ (cf. I.3.9 and
I.3.10), the adjoint operator to $\mathscr{L}$ may be represented analytically by the linear bounded operator

$$
\begin{equation*}
\mathscr{L}^{*}:\left(\boldsymbol{y}^{*}, \lambda^{*}\right) \in L_{n}^{q} \times R_{m}^{*} \rightarrow\left(L_{1}^{*}\left(\boldsymbol{y}^{*}, \lambda^{*}\right), L_{2}^{*}\left(\boldsymbol{y}^{*}, \lambda^{*}\right)\right) \in L_{n}^{q} \times R_{n}^{*} \tag{2,8}
\end{equation*}
$$

which is defined by the relation

$$
\begin{gathered}
(2,9) \int_{0}^{1} \boldsymbol{y}^{*}(t)[\mathbf{D} \mathbf{x}-\mathbf{P} \mathbf{x}](t) \mathrm{d} t+\lambda^{*}[\mathbf{S} \mathbf{x}]=\int_{0}^{1} L_{1}^{*}\left(\boldsymbol{y}^{*}, \lambda^{*}\right)(t) \mathbf{x}^{\prime}(t) \mathrm{d} t+\mathbf{L}_{2}^{*}\left(\boldsymbol{y}^{*}, \lambda^{*}\right) \mathbf{x}(0) \\
\text { for all } \mathbf{x} \in W_{n}^{p}, \quad \mathbf{y}^{*} \in L_{n}^{q} \quad \text { and } \quad \lambda^{*} \in R_{m}^{*} .
\end{gathered}
$$

Analogously, the operator

$$
\begin{gather*}
\mathbf{T}^{*}:\left(\boldsymbol{y}^{*}, \boldsymbol{x}^{*}, \lambda^{*}\right) \in L_{n}^{q} \times R_{n}^{*} \times R_{m}^{*}  \tag{2,10}\\
\rightarrow\left(\boldsymbol{T}_{1}^{*}\left(\boldsymbol{y}^{*}, \boldsymbol{x}^{*}, \lambda^{*}\right), \boldsymbol{T}_{2}^{*}\left(\boldsymbol{y}^{*}, \boldsymbol{x}^{*}, \lambda^{*}\right), \boldsymbol{T}_{3}^{*}\left(\boldsymbol{y}^{*}, \boldsymbol{x}^{*}, \lambda^{*}\right)\right) \in L_{n}^{q} \times R_{n}^{*} \times R_{m}^{*}
\end{gather*}
$$

defined by

$$
\begin{gather*}
\int_{0}^{1} \boldsymbol{y}^{*}(t)(\boldsymbol{P} \mathbf{x})(t) \mathrm{d} t+\boldsymbol{x}^{*} \mathbf{x}(0)+\lambda^{*}(\mathbf{d}-\boldsymbol{S} \mathbf{x})  \tag{2,11}\\
=\int_{0}^{1} \mathbf{T}_{1}^{*}\left(\boldsymbol{y}^{*}, \boldsymbol{x}^{*}, \lambda^{*}\right) \mathbf{x}^{\prime}(t) \mathrm{d} t+\mathbf{T}_{2}^{*}\left(\boldsymbol{y}^{*}, \boldsymbol{x}^{*}, \lambda^{*}\right) \mathbf{x}(0)+\mathbf{T}_{3}^{*}\left(\boldsymbol{y}^{*}, \boldsymbol{x}^{*}, \lambda^{*}\right) \mathbf{d} \\
\quad \text { for all } \mathbf{x} \in W_{n}^{p}, \quad \mathbf{d} \in R_{m}, \quad \boldsymbol{y}^{*} \in L_{n}^{q}, \quad \boldsymbol{x}^{*} \in R_{n}^{*}, \quad \lambda^{*} \in R_{m}^{*}
\end{gather*}
$$

represents analytically the adjoint operator to the operator $\boldsymbol{T}$.
2.6. Theorem. If 2,1 holds and $\mathbf{P}(t, 1)=\mathbf{0}$ a.e. on $[0,1]$, then the operator $\mathscr{L}^{*}: L_{n}^{q} \times R_{m}^{*} \rightarrow L_{n}^{q} \times R_{n}^{*}$ given by $(2,8)$ verifies $(2,9)$ if and only if

$$
\begin{align*}
\boldsymbol{L}_{1}^{*}\left(\boldsymbol{y}^{*}, \lambda^{*}\right)(t)= & \boldsymbol{y}^{*}(t)+\int_{0}^{1} \boldsymbol{y}^{*}(s) \boldsymbol{P}(s, t) \mathrm{d} s+\lambda^{*} \boldsymbol{K}(t) \quad \text { a.e. on }[0,1]  \tag{2,12}\\
& \boldsymbol{L}_{2}^{*}\left(\boldsymbol{y}^{*}, \lambda^{*}\right)=\lambda^{*} \boldsymbol{M}+\int_{0}^{1} \boldsymbol{y}^{*}(s) \boldsymbol{P}(s, 0) \mathrm{d} s . \tag{2,13}
\end{align*}
$$

Proof. Let $\mathbf{x} \in W_{n}^{p}, \mathbf{y}^{*} \in L_{n}^{q}$ and $\lambda^{*} \in R_{m}^{*}$. By I.4.38

$$
\int_{0}^{1} \boldsymbol{y}^{*}(t)(\boldsymbol{P} \mathbf{x})(t) \mathrm{d} t=\int_{0}^{1} \mathrm{~d}_{t}\left[\int_{0}^{1} \mathbf{y}^{*}(s) \boldsymbol{P}(s, t) \mathrm{d} s\right] \mathbf{x}(t) .
$$

Furthermore, integrating by parts (I.4.33) and taking into account the assumption $\boldsymbol{P}(t, 1)=0$ a.e. on $[0,1]$, we obtain

$$
\int_{0}^{1} \boldsymbol{y}^{*}(t)(\boldsymbol{P} \mathbf{x})(t) \mathrm{d} t=-\left(\int_{0}^{1} \boldsymbol{y}^{*}(s) \boldsymbol{P}(s, 0) \mathrm{d} s\right) \mathbf{x}(0)-\int_{0}^{1}\left(\int_{0}^{1} \boldsymbol{y}^{*}(s) \boldsymbol{P}(s, t) \mathrm{d} s\right) \boldsymbol{x}^{\prime}(t) \mathrm{d} t
$$

Hence

$$
\begin{aligned}
& \text { Hence } \\
& \qquad \int_{0}^{1} \mathbf{y}^{*}(t)[\mathbf{D} \mathbf{x}-\boldsymbol{P} \mathbf{x}](t) \mathrm{d} t+\lambda^{*}(\boldsymbol{S} \mathbf{x}) \\
& =\left[\lambda^{*} \boldsymbol{M}+\int_{0}^{1} \mathbf{y}^{*}(s) \boldsymbol{P}(s, 0) \mathrm{d} s\right] \mathbf{x}(0)+\int_{0}^{1}\left[\mathbf{y}^{*}(t)+\int_{0}^{1} \mathbf{y}^{*}(s) \boldsymbol{P}(s, t) \mathrm{d} s+\lambda^{*} \boldsymbol{K}(t)\right] \mathbf{x}^{\prime}(t) \mathrm{d} t
\end{aligned}
$$ for all $\mathbf{x} \in W_{n}^{p}, \boldsymbol{y}^{*} \in L_{n}^{q}$ and $\lambda^{*} \in R_{m}^{*}$.

In virtue of $(2,9)$ this yields that

$$
\begin{gathered}
\int_{0}^{1}\left[\boldsymbol{L}_{1}^{*}\left(\boldsymbol{y}^{*}, \lambda^{*}\right)(t)-\boldsymbol{y}^{*}(t)-\int_{0}^{1} \boldsymbol{y}^{*}(s) \boldsymbol{P}(s, t) \mathrm{d} s-\lambda^{*} \boldsymbol{K}(t)\right] \boldsymbol{x}^{\prime}(t) \mathrm{d} t \\
+\left[\boldsymbol{L}_{2}^{*}\left(\boldsymbol{y}^{*}, \lambda^{*}\right)-\lambda^{*} \boldsymbol{M}-\int_{0}^{1} \boldsymbol{y}^{*}(s) \boldsymbol{P}(s, 0) \mathrm{d} s\right] \boldsymbol{x}(0)=0
\end{gathered}
$$

holds for all $\boldsymbol{x} \in W_{n}^{p}, \boldsymbol{y}^{*} \in L_{n}^{q}$ and $\lambda^{*} \in R_{m}^{*}$.
The proof will be completed by making use of I.5.15.
Similarly
2.7. Proposition. If 2.1 holds and $\mathbf{P}(t, 1)=\mathbf{0}$ a.e. on $[0,1]$, then the operator $T^{*}: L_{n}^{q} \times R_{n}^{*} \times R_{m}^{*} \rightarrow L_{n}^{q} \times R_{n}^{*} \times R_{m}^{*}$ given by $(2,10)$ verifies $(2,11)$ if and only if

$$
\begin{aligned}
& \boldsymbol{T}_{1}^{*}\left(\boldsymbol{y}^{*}, \boldsymbol{x}^{*}, \lambda^{*}\right)(t)=-\boldsymbol{L}_{1}^{*}\left(\boldsymbol{y}^{*}, \lambda^{*}\right)(t)+\boldsymbol{y}^{*}(t) \quad \text { a.e. on }[0,1] \\
& \mathbf{T}_{2}^{*}\left(\boldsymbol{y}^{*}, \boldsymbol{x}^{*}, \lambda^{*}\right)=-\boldsymbol{L}_{2}^{*}\left(\boldsymbol{y}^{*}, \lambda^{*}\right)+\boldsymbol{x}^{*}, \quad \boldsymbol{T}_{3}^{*}\left(\boldsymbol{y}^{*}, \boldsymbol{x}^{*}, \lambda^{*}\right)=\lambda^{*}
\end{aligned}
$$

for all $\boldsymbol{y}^{*} \in L_{n}^{q}, \boldsymbol{x}^{*} \in R_{n}^{*}$ and $\lambda^{*} \in R_{m}^{*}$.
2.8. Corollary. $\operatorname{dim} N\left(\mathscr{L}^{*}\right)=\operatorname{dim} N\left(\boldsymbol{I}-\mathbf{T}^{*}\right)-n<\infty$.

Proof follows readily from 2.6, 2.7 and I.3.20.
2.9. Theorem. If 2.1 holds and $\mathbf{P}(t, 1)=\mathbf{0}$ a.e. on $[0,1]$, then

$$
\operatorname{ind}(\mathscr{L})=\operatorname{dim} N\left(\mathscr{L}^{*}\right)-\operatorname{dim} N(\mathscr{L})=m-n
$$

Proof. By 2.5 and I.3.15 codim $R(\mathscr{L})=\operatorname{dim} N\left(\mathscr{L}^{*}\right)$. Hence by $(2,7)$ and 2.8 and I.3.20

$$
\operatorname{ind}(\mathscr{L})=\operatorname{dim} N\left(\boldsymbol{I}-\mathbf{T}^{*}\right)-n-\operatorname{dim} N(\boldsymbol{I}-\mathbf{T})+m=m-n .
$$

2.10. Remark. The relation (2,9), where $\boldsymbol{L}_{1}^{*}\left(\boldsymbol{y}^{*}, \lambda^{*}\right)$ and $\boldsymbol{L}_{2}^{*}\left(\boldsymbol{y}^{*}, \lambda^{*}\right)$ are given by $(2,12)$ and $(2,13)$ is the Green formula for BVP $(2,1),(2,2)$.
2.11. Remark. Let $\boldsymbol{A}, \boldsymbol{C}, \boldsymbol{D}:[0,1] \rightarrow L\left(R_{n}\right)$ be Lebesgue integrable on $[0,1]$, let $\boldsymbol{P}:[0,1] \times[0,1] \rightarrow L\left(R_{n}\right)$ be an $L^{1}[B V]$-kernel and let $\boldsymbol{K}:[0,1] \rightarrow L\left(R_{n}, R_{m}\right)$ be of bounded variation on $[0,1]$ and $\mathbf{M}, \boldsymbol{N} \in L\left(R_{n}, R_{m}\right)$. Let us consider the problem
of determining $\boldsymbol{x} \in A C_{n}$ which verifies the system

$$
\begin{gather*}
\mathbf{x}^{\prime}(t)-\mathbf{A}(t) \mathbf{x}(t)-[\mathbf{C}(t) \mathbf{x}(0)+\mathbf{D}(t) \mathbf{x}(1)]-\int_{0}^{1} \mathrm{~d}_{s}[\mathbf{P}(t, s)] \mathbf{x}(s)=\boldsymbol{f}(t)  \tag{2,14}\\
\text { a.e. on }[0,1]
\end{gather*}
$$

and

$$
\begin{equation*}
\boldsymbol{M} \mathbf{x}(0)+\boldsymbol{N} \mathbf{x}(1)+\int_{0}^{1} \mathrm{~d}[\boldsymbol{K}(t)] \mathbf{x}(t)=\mathbf{r}, \tag{2,15}
\end{equation*}
$$

where $\boldsymbol{f} \in L_{n}^{1}$ and $\boldsymbol{r} \in R_{m}$. Again we may assume that $\boldsymbol{P}(t,$.$) is for almost all t \in[0,1]$ right-continuous on ( 0,1 ). Moreover, if we put

$$
\boldsymbol{P}_{0}(t, s)=\left\{\begin{array}{llr}
\boldsymbol{P}(t, 0+)-\mathbf{P}(t, 1-) & \text { if } & s=0 \\
\boldsymbol{P}(t, s)-\boldsymbol{P}(t, 1-) & \text { if } & 0<s<1 \\
\mathbf{0} & \text { if } & s=1
\end{array}\right.
$$

and $\boldsymbol{C}_{0}(t)=\mathbf{C}(t)-[\mathbf{P}(t, 0+)-\mathbf{P}(t, 0)], \mathbf{D}_{0}(t)=\mathbf{D}(t)-[\mathbf{P}(t, 1)-\mathbf{P}(t, 1-)]$, for any $x \in A C_{n}$ we should obtain

$$
\begin{gathered}
\boldsymbol{C}(t) \mathbf{x}(0)+\mathbf{D}(t) \mathbf{x}(1)+\int_{0}^{1} \mathrm{~d}_{s}[\boldsymbol{P}(t, s)] \mathbf{x}(s) \\
=\boldsymbol{C}_{0}(t) \mathbf{x}(0)+\mathbf{D}_{0}(t) \mathbf{x}(1)+\int_{0}^{1} \mathrm{~d}_{s}\left[\boldsymbol{P}_{0}(t, s)\right] \boldsymbol{x}(s) .
\end{gathered}
$$

Hence, without any loss of generality we may assume that for almost all $t \in[0,1]$ $\boldsymbol{P}(t,$.$) is right-continuous on [0,1)$, left-continuous at 1 and $\boldsymbol{P}(t, 1)=\mathbf{0}$. Analogously, $\boldsymbol{K}$ may be assumed right-continuous on $[0,1)$, left-continuous at 1 and $\boldsymbol{K}(1)=\mathbf{0}$.

According to 1.12 we may rewrite the equation $(2,14)$ in the form

$$
\begin{equation*}
\mathbf{x}^{\prime}(t)-\int_{0}^{1} \mathrm{~d}_{s}[\boldsymbol{R}(t, s)] \mathbf{x}(s)=\boldsymbol{f}(t) \quad \text { a.e. on }[0,1] \tag{2,16}
\end{equation*}
$$

where

$$
\boldsymbol{R}(t, s)=\boldsymbol{P}(t, s)+\left\{\begin{array}{llr}
-\mathbf{A}(t)-\mathbf{C}(t)-\mathbf{D}(t) & \text { if } & s=0 \\
-\boldsymbol{A}(t)-\mathbf{D}(t) & \text { if } & 0<s<t \\
-\mathbf{D}(t) & \text { if } & t \leq s<1 \\
\mathbf{0} & \text { if } & s=1
\end{array}\right.
$$

is again an $L^{1}[B V]$-kernel. Furthermore, applying the integration-by-parts formula and taking into account that $K(1)=\mathbf{0}$ and

$$
\mathbf{x}(1)=\mathbf{x}(0)+\int_{0}^{1} \mathbf{x}^{\prime}(\tau) \mathrm{d} \tau \quad \text { for any } \quad \mathbf{x} \in A C_{n}
$$

we transfer the side condition $(2,15)$ into

$$
\begin{equation*}
\boldsymbol{H} \mathbf{x}(0)+\int_{0}^{1} \boldsymbol{F}(t) \mathbf{x}^{\prime}(t) \mathrm{d} t=\mathbf{r}, \tag{2,17}
\end{equation*}
$$

where

$$
\boldsymbol{H}=\boldsymbol{M}+\mathbf{N}-\boldsymbol{K}(0), \quad \boldsymbol{F}(t)=\mathbf{N}-\boldsymbol{K}(t) .
$$

The system $(2,16),(2,17)$ may be written as the operator equation

$$
\mathscr{R x}=\binom{\boldsymbol{f}}{\boldsymbol{r}}
$$

with $\mathscr{R}: A C_{n} \rightarrow L_{n}^{1} \times R_{m}$ defined in an obvious way. Now, proceeding analogously as in the close of the proof of IV.3.13 we may deduce from 2.6 that $\left(\boldsymbol{y}^{*}, \lambda^{*}\right) \in N\left(\mathscr{R}^{*}\right)$ if and only if there exists $\mathbf{z} \in B V_{n}$ such that $\mathbf{z}(t)=\mathbf{y}(t)$ a.e. on $[0,1], \mathbf{z}(0+)=\mathbf{z}(0)$, $z(1-)=z(1)$ and

$$
\begin{gather*}
\mathbf{z}^{*}(t)+\int_{0}^{1} \mathbf{z}^{*}(s) \boldsymbol{R}(s, t) \mathrm{d} s+\lambda^{*} \boldsymbol{F}(t)=\mathbf{0} \quad \text { on }(0,1),  \tag{2,18}\\
\lambda^{*} \boldsymbol{H}+\int_{0}^{1} \mathbf{z}^{*}(s) \boldsymbol{R}(s, 0) \mathrm{d} s=\mathbf{0} \tag{2,19}
\end{gather*}
$$

As $\boldsymbol{F}(1-)=\boldsymbol{F}(1)=\mathbf{N}$ and $\boldsymbol{R}(t, 1-)=-\boldsymbol{D}(t)$ for almost all $t \in[0,1]$, we have by $(2,18)$

$$
\begin{equation*}
\mathbf{z}^{*}(1)=\int_{0}^{1} \mathbf{z}^{*}(s) \boldsymbol{D}(s) \mathrm{d} s-\lambda^{*} \boldsymbol{N} \tag{2,20}
\end{equation*}
$$

Since $\boldsymbol{F}(0+)=\boldsymbol{F}(0)=\mathbf{N}-\boldsymbol{K}(0)$ and $\boldsymbol{R}(t, 0+)=\mathbf{P}(t, 0)-\mathbf{A}(t)-\mathbf{D}(t)$ for almost all $t \in[0,1]$, the relations $(2,18)$ and $(2,19)$ imply

$$
\begin{gathered}
\mathbf{z}^{*}(0)=-\int_{0}^{1} \mathbf{z}^{*}(s) \boldsymbol{P}(s, 0) \mathrm{d} s+\int_{0}^{1} \mathbf{z}^{*}(s) \boldsymbol{D}(s) \mathrm{d} s+\int_{0}^{1} \mathbf{z}^{*}(s) \boldsymbol{A}(s) \mathrm{d} s-\lambda^{*} \mathbf{N}+\lambda^{*} \boldsymbol{K}(0) \\
=-\left[\lambda^{*} \boldsymbol{H}+\int_{0}^{1} \mathbf{z}^{*}(s) \boldsymbol{R}(s, 0) \mathrm{d} s\right]-\int_{0}^{1} \mathbf{z}^{*}(s) \boldsymbol{C}(s) \mathrm{d} s+\lambda^{*} \boldsymbol{M} \\
=-\int_{0}^{1} \mathbf{z}^{*}(s) \boldsymbol{C}(s) \mathrm{d} s+\lambda^{*} \mathbf{M}
\end{gathered}
$$

By the definition of $\boldsymbol{R}$ and $\boldsymbol{F}$ we have for any $\mathbf{z} \in B V_{n}$ and $\lambda \in R_{m}$ fulfilling $(2,20)$

$$
\begin{gathered}
\int_{0}^{1} \mathbf{z}^{*}(s) \boldsymbol{R}(s, t) \mathrm{d} s+\lambda^{*} \boldsymbol{F}(t) \\
=\left(\lambda^{*} \mathbf{N}-\int_{0}^{1} \mathbf{z}^{*}(s) \boldsymbol{D}(s) \mathrm{d} s\right)-\int_{t}^{1} \mathbf{z}^{*}(s) \boldsymbol{A}(s) \mathrm{d} s+\int_{0}^{1} \mathbf{z}^{*}(s) \boldsymbol{P}(s, t) \mathrm{d} s-\lambda^{*} \boldsymbol{K}(t) \\
=-\mathbf{z}^{*}(1)-\int_{t}^{1} \mathbf{z}^{*}(s) \boldsymbol{A}(s) \mathrm{d} s+\int_{0}^{1} \mathbf{z}^{*}(s) \boldsymbol{P}(s, t) \mathrm{d} s-\lambda^{*} \boldsymbol{K}(t) \quad \text { on }[0,1] .
\end{gathered}
$$

Thus, the adjoint problem to BVP $(2,14),(2,15)$ is equivalent to the problem of determining $\mathbf{z} \in B V_{n}$ and $\lambda^{*} \in R_{m}^{*}$ such that

$$
\begin{gather*}
\mathbf{z}^{*}(t)=\mathbf{z}^{*}(1)+\int_{t}^{1} \mathbf{z}^{*}(\dot{s}) \boldsymbol{A}(s) \mathrm{d} s-\int_{0}^{1} \mathbf{z}^{*}(s) \boldsymbol{P}(s, t) \mathrm{d} s-\lambda^{*} \boldsymbol{K}(t) \text { on }[0,1]  \tag{2,21}\\
\mathbf{z}^{*}(0)+\lambda^{*} \boldsymbol{M}+\int_{0}^{1} \mathbf{z}^{*}(s) \boldsymbol{C}(s) \mathrm{d} s=\mathbf{0},  \tag{2,22}\\
\mathbf{z}^{*}(1)-\lambda^{*} \mathbf{N}-\int_{0}^{1} \mathbf{z}^{*}(s) \boldsymbol{D}(s) \mathrm{d} s=\mathbf{0} .
\end{gather*}
$$

2.12. Theorem. Let us assume 2.1 and $\mathbf{P}(t, 1)=0$ a.e. on $[0,1]$. Then for given $\boldsymbol{f} \in L_{n}^{p}$ and $\boldsymbol{r} \in R_{m} B V P(2,1),(2,2)$ possesses a solution if and only if

$$
\int_{0}^{1} \boldsymbol{y}^{*}(t) \boldsymbol{f}(t) \mathrm{d} t+\lambda^{*} \boldsymbol{r}=0
$$

for any couple $\left(\boldsymbol{y}^{*}, \lambda^{*}\right) \in L_{n}^{q} \times R_{m}^{*}$ which verifies the adjoint system

$$
\begin{gather*}
\boldsymbol{y}^{*}(t)+\int_{0}^{1} \boldsymbol{y}^{*}(s) \boldsymbol{P}(s, t) \mathrm{d} s+\lambda^{*} \boldsymbol{K}(t)=\mathbf{0} \quad \text { a.e. on }[0,1],  \tag{2,23}\\
\lambda^{*} \boldsymbol{M}+\int_{0}^{1} \boldsymbol{y}^{*}(s) \boldsymbol{P}(s, 0) \mathrm{d} s=\mathbf{0} . \tag{2,24}
\end{gather*}
$$

Proof follows from 2.5, 2.6 and I.3.14 (cf. I.3.23).
2.13. Theorem. Let us assume 2.1 and $\mathbf{P}(t, 1)=\mathbf{0}$ a.e. on $[0,1]$. Then for given $\mathbf{g}^{*} \in L_{n}^{q}$ and $\mathbf{q}^{*} \in R_{n}^{*}$, the system

$$
\begin{gathered}
\mathbf{y}^{*}(t)+\int_{0}^{1} \mathbf{y}^{*}(s) \boldsymbol{P}(s, t) \mathrm{d} s+\lambda^{*} \boldsymbol{K}(t)=\mathbf{g}^{*}(t) \quad \text { a.e. on }[0,1] \\
\lambda^{*} \mathbf{M}+\int_{0}^{1} \mathbf{y}^{*}(s) \boldsymbol{P}(s, 0) \mathrm{d} s=\mathbf{q}^{*}
\end{gathered}
$$

possesses a solution $\left(\mathbf{y}^{*}, \lambda^{*}\right) \in L_{n}^{q} \times R_{m}^{*}$ if and only if

$$
\int_{0}^{1} \mathbf{g}^{*}(t) \mathbf{x}^{\prime}(t) \mathrm{d} t+\mathbf{q}^{*} \mathbf{x}(0)=0
$$

holds for any solution $\mathbf{x} \in W_{n}^{p}$ of the homogeneous problem $\mathscr{L} \mathbf{x}=\mathbf{0}$.
Proof follows again from 2.5, 2.6 and I.3.14.
2.14. Remark. Let us notice that the side condition $(2,2)$ is linearly dependent if there exists $\boldsymbol{q} \in R_{m}$ such that $\boldsymbol{q}^{*} \mathbf{M}=\boldsymbol{q}^{*} \boldsymbol{K}(t)=\mathbf{0}$ a.e. on $[0,1]\left(\boldsymbol{q}^{*}(\mathbf{S x})=0\right.$ for all
$\mathbf{x} \in W_{n}^{p}$ implies that

$$
\mathbf{x} \in W_{n}^{p} \rightarrow \boldsymbol{q}^{*}(\mathbf{S} \mathbf{x})=\left(\boldsymbol{q}^{*} \boldsymbol{M}\right) \mathbf{x}(0)+\int_{0}^{1}\left(\boldsymbol{q}^{*} \boldsymbol{K}(t)\right) \mathbf{x}^{\prime}(t) \mathrm{d} t \in R
$$

is the zero functional on $W_{n}^{p}$ ).
Analogously as in the case of Stieltjes-integral side conditions (cf. IV.1.14, where no use of the special form of side conditions was made), we can also show that to any nonzero linear operator $\mathbf{S}_{0}: W_{n}^{p} \rightarrow R_{k}$ and $\boldsymbol{r}_{0} \in R_{k}$ such that $\mathbf{q}^{*}\left(\mathbf{S}_{0} \boldsymbol{x}\right)=\mathbf{0}$ for any $\boldsymbol{x} \in A C_{n}$ implies $\mathbf{q}^{*} \mathbf{r}_{0}=\mathbf{0}$, there exist $m \leq k, \boldsymbol{S}: W_{n}^{p} \rightarrow R_{m}$ and $\mathbf{r} \in R_{m}$ such that the condition $\boldsymbol{S} \boldsymbol{x}=\boldsymbol{r}$ is linearly independent and equivalent to $\boldsymbol{S}_{0} \boldsymbol{x}=\boldsymbol{r}_{0}$.
2.15. Remark. It follows from the proof of IV.1.15 that if $(2,2)$ is reasonable and linearly independent, then there exists a regular $m \times m$-matrix $\boldsymbol{\Theta}$ such that

$$
\boldsymbol{\Theta}[\boldsymbol{M}, \boldsymbol{K}(t)]=\left[\begin{array}{ll}
\boldsymbol{M}_{0}, & \boldsymbol{0} \\
\boldsymbol{M}_{1}, & \boldsymbol{K}_{1}(t) \\
\mathbf{0}, & \boldsymbol{K}_{2}(t)
\end{array}\right] \quad \text { a.e. on }[0,1]
$$

where $\boldsymbol{M}_{0} \in L\left(R_{n}, R_{m_{0}}\right), \boldsymbol{M}_{1}$ and $\boldsymbol{K}_{1}(t) \in L\left(R_{n}, \boldsymbol{R}_{m_{1}}\right)$ and $\boldsymbol{K}_{2}(t) \in L\left(R_{n}, R_{m_{2}}\right)$ are such that $m_{0}+m_{1}+m_{2}=m, \operatorname{rank}\left[\begin{array}{l}\mathbf{M}_{0} \\ \mathbf{M}_{1}\end{array}\right]=m_{0}+m_{1}$ and the rows of $\left[\begin{array}{l}\boldsymbol{K}_{1}(t) \\ \boldsymbol{K}_{2}(t)\end{array}\right]$ are linearly independent in $L_{n}^{q}$, i.e.

$$
\boldsymbol{q}^{*}\left[\begin{array}{l}
\boldsymbol{K}_{1}(t) \\
\boldsymbol{K}_{2}(t)
\end{array}\right]=\mathbf{0} \quad \text { a.e. on }[0,1]
$$

implies $\boldsymbol{q}^{*}=\mathbf{0}$. The system

$$
\begin{aligned}
\boldsymbol{M}_{0} \mathbf{x}(0) & =\boldsymbol{r}_{0} \\
\boldsymbol{M}_{1} \mathbf{x}(0)+\int_{0}^{1} \boldsymbol{K}_{1}(t) \mathbf{x}^{\prime}(t) \mathrm{d} t & =\boldsymbol{r}_{1} \quad\left(\left(\begin{array}{l}
\boldsymbol{r}_{0} \\
\boldsymbol{r}_{1} \\
\boldsymbol{r}_{2}
\end{array}\right)=\boldsymbol{\Theta} \mathbf{r}\right), \\
\int_{0}^{1} \boldsymbol{K}_{2}(t) \mathbf{x}^{\prime}(t) \mathrm{d} t & =\boldsymbol{r}_{2}
\end{aligned}
$$

is the canonical form of the side condition $(2,2)$.
2.16. Remark. Another possible functional analytic way of attacking BVP $(2,1)$, $(2,2)$ with $\mathbf{r} \in R_{m}$ fixed consists in considering the linear operator $\mathscr{L}_{\mathbf{r}}$ defined on $D\left(\mathscr{L}_{r}\right)=\left\{\mathbf{x} \in W_{n}^{p} ; \mathbf{S x}=\boldsymbol{r}\right\} \subset W_{n}^{p}$ by

$$
\mathscr{L}_{\mathbf{r}}: \mathbf{x} \in D\left(\mathscr{L}_{r}\right) \rightarrow \mathbf{D} \mathbf{x}-\mathbf{P} \mathbf{x} \in L_{n}^{p} .
$$

BVP $(2,1),(2,2)$ may be rewritten as the operator equation

$$
\mathscr{L}_{r} x=f
$$

As $R\left(\mathscr{L}_{r}\right)$ is the set of all $\boldsymbol{f} \in L_{n}^{p}$ for which $\binom{\boldsymbol{f}}{\mathbf{r}} \in R(\mathscr{L})$ and $R(\mathscr{L})$ is closed by 2.5 , $R\left(\mathscr{L}_{r}\right)$ is also closed. By $2.12 R\left(\mathscr{L}_{r}\right)$ is the set of all $\boldsymbol{f} \in L_{n}^{p}$ which fulfil the relation

$$
\int_{0}^{1} \boldsymbol{y}^{*}(t) \boldsymbol{f}(t) \mathrm{d} t+\lambda^{*} \boldsymbol{r}=0
$$

for all couples $\left(\boldsymbol{y}^{*}, \lambda^{*}\right) \in N\left(\mathscr{L}^{*}\right) \subset L_{n}^{q} \times R_{m}^{*}$. In particular, if $N_{0}^{*}$ denotes the set of all $\boldsymbol{y}^{*} \in L_{n}^{q}$ for which there exists $\lambda^{*} \in R_{m}^{*}$ such that $\left(\boldsymbol{y}^{*}, \lambda^{*}\right) \in N\left(\mathscr{L}^{*}\right)$, then

$$
R\left(\mathscr{L}_{0}\right)={ }^{\perp}\left(N_{0}^{*}\right)
$$

(the set of all $\boldsymbol{f} \in L_{n}^{p}$ for which $\left\langle\boldsymbol{f}, \boldsymbol{y}^{*}\right\rangle_{L}=0$ for any $\boldsymbol{y}^{*} \in N_{0}^{*}$ ).
2.17. Proposition. $R\left(\mathscr{L}_{0}\right)^{\perp}=N_{0}^{*}$, where $R\left(\mathscr{L}_{0}\right)^{\perp}$ denotes the set of all $\boldsymbol{y}^{*} \in L_{n}^{q}$ such that

$$
\int_{0}^{1} \boldsymbol{y}^{*}(t) \boldsymbol{f}(t) \mathrm{d} t=0 \quad \text { for any } \quad \mathbf{f} \in R\left(\mathscr{L}_{0}\right)
$$

and $N_{0}^{*}$ is the set of all $\boldsymbol{y}^{*} \in L_{n}^{q}$ for which there exists $\lambda^{*} \in R_{m}^{*} \operatorname{such}$ that $\left(\boldsymbol{y}^{*}, \lambda^{*}\right) \in N\left(\mathscr{L}^{*}\right)$ (i.e. $(2,23),(2,24)$ hold $)$.

Proof. Let $\boldsymbol{y}^{*} \in L_{n}^{q}$. Then $\boldsymbol{y}^{*} \in R\left(\mathscr{L}_{0}\right)^{\perp}$ if and only if

$$
\begin{gathered}
0=\int_{0}^{1} \boldsymbol{y}^{*}(t)[\mathbf{D} \mathbf{x}-\mathbf{P} \mathbf{x}](t) \mathrm{d} t \\
=\int_{0}^{1}\left[\boldsymbol{y}^{*}(t)+\int_{0}^{1} \mathbf{y}^{*}(s) \boldsymbol{P}(s, t) \mathrm{d} s\right] \mathbf{x}^{\prime}(t) \mathrm{d} t+\left[\int_{0}^{1} \boldsymbol{y}^{*}(s) \boldsymbol{P}(s, 0) \mathrm{d} s\right] \mathbf{x}(0)
\end{gathered}
$$

holds for every $\mathbf{x} \in D\left(\mathscr{L}_{0}\right)=N(S)$.
This is true if and only if $\left(\mathbf{u}^{*}, \mathbf{v}^{*}\right) \in N(\mathbf{S})^{\perp}$, where

$$
\begin{gather*}
\mathbf{u}^{*}(t)=\mathbf{y}^{*}(t)+\int_{0}^{1} \boldsymbol{y}^{*}(s) \boldsymbol{P}(s, t) \mathrm{d} s \quad \text { on }[0,1]  \tag{2,25}\\
\mathbf{v}^{*}=\int_{0}^{1} \boldsymbol{y}^{*}(s) \boldsymbol{P}(s, 0) \mathrm{d} s
\end{gather*}
$$

Since $R(S)$ is a linear subspace in $R_{m}$, it is certainly closed and thus according to I.3.14 $N(S)^{\perp}=R\left(S^{*}\right)$, where

$$
\mathbf{S}^{*}: \lambda^{*} \in R_{m}^{*} \rightarrow\left(\mathbf{S}_{1}^{*} \lambda^{*}, \mathbf{S}_{2}^{*} \lambda^{*}\right) \in L_{n}^{q} \times R_{n}^{*}
$$

is the adjoint of $\boldsymbol{S}$ defined by the relation

$$
\lambda^{*}(\mathbf{S} \mathbf{x})=\int_{0}^{1}\left(\boldsymbol{S}_{1}^{*} \lambda^{*}\right)(t) \mathbf{x}^{\prime}(t) \mathrm{d} t+\left(\boldsymbol{S}_{2}^{*} \lambda^{*}\right) \mathbf{x}(0) \quad \text { for all } \quad \mathbf{x} \in W_{n}^{p} \quad \text { and } \quad \lambda^{*} \in R_{m}^{*}
$$

Obviously, $\left(\boldsymbol{S}_{1}^{*} \lambda^{*}\right)(t)=\lambda^{*} \boldsymbol{K}(t)$ a.e. on $[0,1]$ and $\boldsymbol{S}_{2}^{*} \lambda^{*}=\lambda^{*} \boldsymbol{M}$. This means that $\left(\mathbf{u}^{*}, \boldsymbol{v}^{*}\right) \in N(\boldsymbol{S})^{\perp}$ if and only if there exists $\lambda^{*} \in R_{m}^{*}$ such that

$$
\mathbf{u}^{*}(t)=\lambda^{*} \boldsymbol{K}(t) \quad \text { a.e. on }[0,1], \quad \mathbf{v}^{*}=\lambda^{*} \boldsymbol{M}
$$

wherefrom $R\left(\mathscr{L}_{0}\right)^{\perp}=N_{0}^{*}$ follows immediately by $(2,25)$.
2.18. Remark. Since by $2.8 \operatorname{dim} N_{0}^{*}<\infty$, Proposition 2.17 is a consequence of the following general assertion due to J. Dieudonné (cf. Goldberg II.3.6).

If $Y$ is a linear normed space, $N \subset Y^{*}$, $\operatorname{dim} N<\infty$, then $\left({ }^{1} N\right)^{\perp}=N$.

## 3. Green's function

Let us continue the investigation of the operator

$$
\mathscr{L}: \mathrm{x} \in W_{n}^{p} \rightarrow\left[\begin{array}{c}
\mathrm{Dx}-\mathrm{Px} \\
\mathrm{Sx}
\end{array}\right] \in L_{n}^{p} \times R_{m}
$$

given by $(2,15)$. (cf. also $(1,6),(1,3)$ and $(2,2)$.) We assume again that 2.1 holds. Moreover, we assume that $\mathbf{P}(t, 1)=\mathbf{0}$ a.e. on $[0,1]$ (cf. 1.15 and 2.2).

Of particular interest is the case when the operator equation

$$
\begin{equation*}
\mathscr{L} x=\binom{f}{r} \tag{3,1}
\end{equation*}
$$

(or BVP $(2,1),(2,2))$ has a unique solution for any $\mathbf{f} \in L_{n}^{p}$ and $\boldsymbol{r} \in R_{m}$.
3.1. Notation. Throughout the section $l=\operatorname{dim} N(\mathbf{D}-\boldsymbol{P}), \quad \boldsymbol{X}(t)$ is an arbitrary $n \times k$-matrix valued function whose columns form a basis in $N(\mathbf{D}-\boldsymbol{P})$ and $(\mathbf{S X})$ is the $m \times l$-matrix

$$
\begin{equation*}
(S X)=\boldsymbol{M} \boldsymbol{X}(0)+\int_{0}^{1} \boldsymbol{K}(t) \boldsymbol{X}^{\prime}(t) \mathrm{d} t \tag{3,2}
\end{equation*}
$$

(According to $1.8 n \leq l<\infty$.)
3.2. Lemma. $\operatorname{dim} N(\mathscr{L})=l-\operatorname{rank}(S X)$.

Proof. By the definition of $\boldsymbol{X}(t)$ we have $\mathbf{x} \in N(\mathscr{L})$ if and only if $\mathbf{x}(t) \equiv \boldsymbol{X}(t) \boldsymbol{c}$ on $[0,1]$, where $c \in R_{l}$ is such that

$$
\begin{equation*}
(S X) c=0 \tag{3,3}
\end{equation*}
$$

Obviously, the functions $X(t) \boldsymbol{c}_{j}$ with $\boldsymbol{c}_{j} \in R_{l}(j=1,2, \ldots, v)$ are linearly dependent in $W_{n}^{p}$ if and only if the vectors $c_{j}(j=1,2, \ldots, v)$ are linearly dependent. The assertion of the lemma follows immediately.
3.3. Remark. Since $\operatorname{rank}(S X) \leq m$ and $l \geq n, 3.2$ implies

$$
\operatorname{dim} N(\mathscr{L}) \geq n-m
$$

3.4. Lemma. $R(\mathscr{L})=L_{n}^{p} \times R_{m}$ if and only if $\operatorname{dim} N(\mathscr{L})=n-m$.

Proof. Since by $2.5 R(\mathscr{L})$ is closed in $L_{n}^{p} \times R_{m}, R(\mathscr{L})=L_{n}^{p} \times R_{m}$ if and only if

$$
\begin{equation*}
0=\operatorname{codim} R(\mathscr{L})=\operatorname{dim}\left(\left(L_{n}^{p} \times R_{m}\right) / R(\mathscr{L})\right)=\operatorname{dim} N\left(\mathscr{L}^{*}\right) \tag{3,4}
\end{equation*}
$$

(cf. I.3.11). According to 2.9

$$
\operatorname{dim} N\left(\mathscr{L}^{*}\right)=\operatorname{dim} N(\mathscr{L})+m-n
$$

wherefrom by $(3,4)$ the assertion of the lemma follows.
3.5. Corollary. $B V P(2,1),(2,2)$ possesses a unique solution for any $\boldsymbol{f} \in L_{n}^{p}$ and $r \in R_{m}$ if and only if

$$
\begin{equation*}
m=n \quad \text { and } \quad \operatorname{dim} N(\mathscr{L})=0 \tag{3,5}
\end{equation*}
$$

Proof follows from 3.4 taking into account that $(3,1)$ has a unique solution for any $\binom{\boldsymbol{f}}{\boldsymbol{r}} \in R(\mathscr{L})$ if and only if $\operatorname{dim} N(\mathscr{L})=0$.

Analogously as in the case of ordinary differential equations we want to represent solutions to $(3,1)$ in the form

$$
\begin{equation*}
\mathbf{x}(t)=\int_{0}^{1} \boldsymbol{G}(t, s) \boldsymbol{f}(s) \mathrm{d} s+\boldsymbol{H}(t) \boldsymbol{r} \quad \text { on }[0,1] \tag{3,6}
\end{equation*}
$$

3.6. Definition. A couple of functions $\boldsymbol{G}:[0,1] \times[0,1] \rightarrow L\left(R_{n}\right)$ and $\boldsymbol{H}:[0,1] \rightarrow L\left(R_{n}\right)$ is said to be a Green couple of $B V P(2,1),(2,2)$ if for any $t \in[0,1]$ the rows of $\mathbf{G}(t,$. are elements of $L_{n}^{q}$ and the function $(3,6)$ is for any $f \in L_{n}^{p}$ and $r \in R_{n}$ the unique solution of BVP $(2,1),(2,2)$.
Clearly, $(3,6)$ verifies $(3,1)$ for any $\boldsymbol{f} \in L_{n}^{p}$ and $\boldsymbol{r} \in R_{n}$ if and only if

$$
\begin{align*}
& \mathbf{x}(t)=\int_{0}^{1} \boldsymbol{G}(t, s)\left[\mathbf{x}^{\prime}(s)-\int_{0}^{1} \mathrm{~d}_{\sigma}[\mathbf{P}(s, \sigma)] \mathbf{x}(\sigma)\right] \mathrm{d} s  \tag{3,7}\\
& +\boldsymbol{H}(t)\left[\boldsymbol{M} \mathbf{x}(0)+\int_{0}^{1} \boldsymbol{K}(s) \mathbf{x}^{\prime}(s) \mathrm{d} s\right] .
\end{align*}
$$

holds for any $\mathbf{x} \in W_{n}^{p}$. If for any $t \in[0,1]$ the rows of $\mathbf{G}(t,$.$) are elements of L_{n}^{q}$, then by I.4.33 and I.4.38

$$
\begin{aligned}
& \int_{0}^{1} \boldsymbol{G}(t, \sigma)\left(\int_{0}^{1} \mathrm{~d}_{s}[\mathbf{P}(\sigma, s)] \mathbf{x}(s) \mathrm{d} \sigma\right)=\int_{0}^{1} \mathrm{~d}_{s}\left[\int_{0}^{1} \boldsymbol{G}(t, \sigma) \boldsymbol{P}(\sigma, s) \mathrm{d} \sigma\right] \mathbf{x}(s) \\
& =-\left(\int_{0}^{1} \boldsymbol{G}(t, \sigma) \mathbf{P}(\sigma, 0) \mathrm{d} \sigma\right) \times(0)-\int_{0}^{1}\left(\int_{0}^{1} \boldsymbol{G}(t, \sigma) \boldsymbol{P}(\sigma, s) \mathrm{d} \sigma\right) \mathbf{x}^{\prime}(s) \mathrm{d} s
\end{aligned}
$$

for any $t \in[0,1]$ and any $\mathbf{x} \in W_{n}^{p}$. (We assume $\boldsymbol{P}(t, 1)=\mathbf{0}$.) Consequently the righthand side of $(3,7)$ becomes

$$
\begin{gathered}
\int_{0}^{1}\left[\boldsymbol{G}(t, s)+\int_{0}^{1} \boldsymbol{G}(t, \sigma) \mathbf{P}(\sigma, s) \mathrm{d} \sigma+\boldsymbol{H}(t) \boldsymbol{K}(s)\right] \mathbf{x}^{\prime}(s) \mathrm{d} s \\
+\left[\boldsymbol{H}(t) \boldsymbol{M}+\int_{0}^{1} \boldsymbol{G}(t, \sigma) \boldsymbol{P}(\sigma, 0) \mathrm{d} \sigma\right] \mathbf{x}(0)
\end{gathered}
$$

Thus, since for any $\mathbf{x} \in W_{n}^{p}$

$$
\mathbf{x}(t)=\mathbf{x}(0)+\int_{0}^{t} \mathbf{x}^{\prime}(\tau) \mathrm{d} \tau=\mathbf{x}(0)+\int_{0}^{1} \Delta(t, s) \mathbf{x}^{\prime}(s) \mathrm{d} s \quad \text { on }[0,1],
$$

where

$$
\Delta(t, s)= \begin{cases}0 & \text { if } t<s  \tag{3,8}\\ 1 & \text { if } \quad t \geq s,\end{cases}
$$

the relation $(3,7)$ may be rewritten as follows

$$
\begin{align*}
& \int_{0}^{1}\left[\boldsymbol{G}(t, s)+\int_{0}^{1} \boldsymbol{G}(t, \sigma) \boldsymbol{P}(\sigma, s) \mathrm{d} \sigma+\boldsymbol{H}(t) \boldsymbol{K}(s)-\Delta(t, s)\right] \mathbf{x}^{\prime}(s) \mathrm{d} s  \tag{3,9}\\
+ & {\left[\boldsymbol{H}(t) \boldsymbol{M}+\int_{0}^{1} \boldsymbol{G}(t, \sigma) \boldsymbol{P}(\sigma, 0) \mathrm{d} \sigma-\boldsymbol{I}\right] \mathbf{x}(0)=\mathbf{0} \quad \text { for any } \quad \mathbf{x} \in W_{n}^{p} . }
\end{align*}
$$

Applying I.5.15 we complete the proof of the following
3.7. Proposition. Let us assume 2.1 and $\mathbf{P}(t, 1)=\mathbf{0}$ a.e. on $[0,1]$. Let $\mathbf{G}:[0,1] \times[0,1]$ $\rightarrow L\left(R_{n}\right)$ and $\boldsymbol{H}:[0,1] \rightarrow L\left(R_{n}\right)$ and let $\mathbf{G}(t,$.$) be L^{q}$-intergrable on $[0,1]$ for any $t \in[0,1]$. Then $\mathbf{G}(t, s), \mathbf{H}(t)$ is a Green couple of $B V P(2,1),(2,2)$ if and only if $(3,5)$ holds and for any $t \in[0,1]$

$$
\begin{gather*}
\boldsymbol{G}(t, s)+\int_{0}^{1} \boldsymbol{G}(t, \sigma) \boldsymbol{P}(\sigma, s) \mathrm{d} \sigma+\boldsymbol{H}(t) \boldsymbol{K}(s)=\Delta(t, s) \quad \text { for a.e. } s \in[0,1],  \tag{3,10}\\
\boldsymbol{H}(t) \boldsymbol{M}+\int_{0}^{1} \boldsymbol{G}(t, \sigma) \boldsymbol{P}(\sigma, 0) \mathrm{d} \sigma=\boldsymbol{I}
\end{gather*}
$$

where $\Delta(t, s)$ is given by $(3,8)$.
Moreover, we have
3.8. Proposition. Let the assumptions of 3.7 be satisfied. If $m=n$ and for any $t \in[0,1] \boldsymbol{G}(t, s)$ and $\boldsymbol{H}(t)$ satisfy the system $(3,10)$, then $\boldsymbol{G}(t, s), \boldsymbol{H}(t)$ is a Green couple of $B V P(2,1),(2,2)$.

Proof. Since $(3,10)$ implies that $(3,9)$ and consequently also $(3,7)$ hold for any $\mathbf{x} \in W_{n}^{p}$, it is easy to see that then $(3,6)$ is a solution to $\operatorname{BVP}(2,1),(2,2)$ for any couple
$\binom{\boldsymbol{f}}{\boldsymbol{r}} \in R(\mathscr{L})$. Furthermore, if $\mathbf{x}_{1}, \mathbf{x}_{2} \in W_{n}^{p}$ and $\mathscr{L} \mathbf{x}_{1}=\mathscr{L} \mathbf{x}_{2}=\binom{\boldsymbol{f}}{\boldsymbol{r}}$, then inserting $x=x_{1}$ and $x=x_{2}$ into $(3,7)$ we obtain

$$
\mathbf{x}_{1}(t) \equiv \int_{0}^{1} \boldsymbol{G}(t, s) \boldsymbol{f}(s) \mathrm{d} s+\boldsymbol{H}(t) \boldsymbol{r} \equiv \mathbf{x}_{2}(t) \quad \text { on }[0,1]
$$

i.e. $\operatorname{dim} N(\mathscr{L})=0$. If $m=n$, then by $2.9 \operatorname{codim} R(\mathscr{L})=\operatorname{dim} N(\mathscr{L})=0$. Thus $R(\mathscr{L})=L_{n}^{p} \times R_{m}$ (cf. 1.9) and this completes the proof.

Let $\mathscr{L}^{*}: L_{n}^{q} \times R_{m}^{*} \rightarrow L_{n}^{q} \times R_{n}^{*}$ denote again the analytical representation of the adjoint operator to $\mathscr{L}$ given by 2.6.
3.9. Lemma. If $(3,5)$ holds, then $\operatorname{dim} N\left(\mathscr{L}^{*}\right)=0$ and $R\left(\mathscr{L}^{*}\right)=L_{n}^{q} \times R_{m}^{*}$.

Proof. By $2.9(3,5)$ implies $0=\operatorname{dim} N(\mathscr{L})=\operatorname{codim} R\left(\mathscr{L}^{*}\right)=\operatorname{dim} N\left(\mathscr{L}^{*}\right)$ and the proof will be completed by means of 1.9 .

Lemma 3.9 together with the Bounded Inverse Theorem I.3.4 yields
3.10. Proposition. The operator $\mathscr{L}^{*}: L_{n}^{q} \times R_{n}^{*} \rightarrow L_{n}^{q} \times R_{n}^{*}$ defined by 2.9 possesses a bounded inverse.
3.11. Theorem. Let us assume 2.1 with $\mathbf{P}(t, 1)=0$ a.e. on $[0,1]$ and $(3,5)$. Then there exist functions $\boldsymbol{G}:[0,1] \times[0,1] \rightarrow L\left(R_{n}\right)$ and $\boldsymbol{H}:[0,1] \rightarrow L\left(R_{n}\right)$ which verify the system $(3,10)$ for any $t \in[0,1]$. Moreover,
(i) given $t \in[0,1],\|\mathbf{G}(t, .)\|_{L^{q}}<\infty(q=p /(p-1)$ if $p>1, q=\infty$ if $p=1)$,
(ii) there exists $\beta \in R$ such that

$$
\|\mathbf{G}(t, .)\|_{L^{q}}+|\boldsymbol{H}(t)| \leq \beta<\infty \quad \text { for any } \quad t \in[0,1]
$$

(iii) if $\tilde{\boldsymbol{G}}:[0,1] \times[0,1] \rightarrow L\left(R_{n}\right)$ and $\tilde{\mathbf{H}}:[0,1] \rightarrow L\left(R_{n}\right)$ also fulfil $(3,10)$ for any $t \in[0,1]$, (i) and (ii), then $\tilde{\mathbf{G}}(t, s)=\boldsymbol{G}(t, s)$ and $\tilde{\boldsymbol{H}}(t)=\boldsymbol{H}(t)$ for all $t \in[0,1]$ and for a.e. $s \in[0,1]$.

Proof. Let $\delta_{j}^{*}(t, s)$ and $\mathbf{e}_{j}^{*}(j=1,2, \ldots, n)$ be the rows of $\Delta(t, s)$ and $\boldsymbol{I}$, respectively. By 3.10 any equation from the system

$$
\begin{equation*}
\mathscr{L}^{*}\left(\mathbf{g}^{*}, \boldsymbol{h}^{*}\right)=\left(\delta_{j}^{*}(t, .), \mathbf{e}_{j}^{*}\right), \quad t \in[0,1], \quad j=1,2, \ldots, n \tag{3,11}
\end{equation*}
$$

has a unique solution $\left(\boldsymbol{g}_{j}^{*}(t,),. \boldsymbol{h}_{j}^{*}(t)\right)$ in $L_{n}^{q} \times R_{n}^{*}$ and

$$
\begin{align*}
& \left\|\boldsymbol{g}_{j}^{*}(t, .)\right\|_{L^{q}}+\left|\boldsymbol{h}_{j}^{*}(t)\right| \leq x\left(\left\|\boldsymbol{\delta}_{j}^{*}(t, .)\right\|_{L^{q}}+\left|\mathbf{e}_{j}^{*}\right|\right)  \tag{3,12}\\
& \quad \text { for any } t \in[0,1] \text { and } j=1,2, \ldots, n
\end{align*}
$$

where $x=\left\|\left(\mathscr{L}^{*}\right)^{-1}\right\|<\infty$. Let us put

$$
\begin{array}{lll}
\boldsymbol{G}(t, s) & =\left[\begin{array}{llll}
\left.\mathbf{g}_{1}(t, s), \mathbf{g}_{2}(t, s), \ldots, \mathbf{g}_{n}(t, s)\right]^{*} & \text { on }[0,1] \times[0,1], \\
\boldsymbol{H}(t) & =\left[\begin{array}{lll}
\mathbf{h}_{1}(t), & \boldsymbol{h}_{2}(t), & \left.\ldots, \boldsymbol{h}_{\boldsymbol{n}}(t)\right]^{*}
\end{array}\right. & \text { on }[0,1] .
\end{array} .\right.
\end{array}
$$

Then, given $t \in[0,1]$, the couple $(\boldsymbol{G}(t, s), \boldsymbol{H}(t))$ verifies $(3,10)$. By $(3,12)$

$$
\|\boldsymbol{G}(t, .)\|_{L^{q}}+|\boldsymbol{H}(t)| \leq n x<\infty \quad \text { for any } \quad t \in[0,1]
$$

whence (ii) follows. The assertion (iii) is a consequence of the uniqueness of solutions to the equations $(3,11)$.
3.12. Corollary. Under the assumptions of 3.11 the given operator $\mathscr{L}$ possesses a bounded inverse

$$
\mathscr{L}^{-1}:\binom{\boldsymbol{f}}{\boldsymbol{r}} \in L_{n}^{p} \times R_{m} \rightarrow \int_{0}^{1} \boldsymbol{G}(t, s) \boldsymbol{f}(s) \mathrm{d} s+\boldsymbol{H}(t) \mathbf{r} \in W_{n}^{p}
$$

3.13. Theorem. Let us assume 2.1 with $\mathbf{P}(t, 1)=0$ and $(3,5)$. Then the couple $\mathbf{G}(t, s), \boldsymbol{H}(t)$ given by 3.11 is a Green couple of $\operatorname{BVP}(3,1)$. If $\tilde{\mathbf{G}}(t, s), \tilde{\boldsymbol{H}}(t)$ is also a Green couple to $(3,1)$, then $\tilde{\mathbf{G}}(t, s)=\boldsymbol{G}(t, s)$ and $\tilde{\boldsymbol{H}}(t)=\boldsymbol{H}(t)$ for all $t \in[0,1]$ and almost all $s \in[0,1]$.
Proof follows from 3.7 and 3.11.
3.14. Remark. Let $\boldsymbol{r} \in R_{n}$. According to the definition 3.1 of $\mathbf{X}, \mathbf{x} \in W_{n}^{p}$ is a solution to

$$
\begin{equation*}
D x-P x=0, \quad S x=r \tag{3,13}
\end{equation*}
$$

if and only if $\boldsymbol{x}(t)=\boldsymbol{X}(t) \boldsymbol{c}$ on $[0,1]$, where $\boldsymbol{c} \in R_{l}$ fulfils $(\mathbf{S X}) \boldsymbol{c}=\boldsymbol{r}$. In particular, if we assume $(3,5)$, then by $1.8 l=n$ and by $3.2 \operatorname{det}(S X) \neq 0$, i.e. $\mathbf{x} \in W_{n}^{p}$ verifies $(3,13)$ if and only if $\boldsymbol{x}(t)=\tilde{\boldsymbol{H}}(t) \boldsymbol{r}$ on $[0,1]$, where

$$
\tilde{\boldsymbol{H}}(t)=\boldsymbol{X}(t)(\boldsymbol{S X})^{-1} \quad \text { on }[0,1] .
$$

On the other hand, if $\boldsymbol{G}(t, s), \boldsymbol{H}(t)$ is the Green couple of BVP $(2,1),(2,2)$, then $\mathbf{x}(t)=\boldsymbol{H}(t) \boldsymbol{r}$ on $[0,1]$ is for any $\boldsymbol{r} \in R_{m}$ the unique solution of $(3,13)$ on $W_{n}^{p}$. Hence $(H(t)-\tilde{H}(t)) \boldsymbol{r}=0$ on $[0,1]$ for any $\boldsymbol{r} \in R_{n}$ or

$$
\boldsymbol{H}(t)=\boldsymbol{X}(t)(\boldsymbol{S X})^{-1} \quad \text { on }[0,1] .
$$

Let us notice that the columns of $\boldsymbol{X}$ being elements of $W_{n}^{p}$, the columns of $\boldsymbol{H}(t)$ are also elements of $W_{n}^{p}$.

## 4. Generalized Green's couples

If $\boldsymbol{P}:[0,1] \times[0,1] \rightarrow L\left(R_{n}\right)$ is an $L^{2}[B V]$-kernel, then obviously

$$
\int_{0}^{1}|\boldsymbol{P}(\tau, s)|^{2} \mathrm{~d} \tau+\int_{0}^{1}|\boldsymbol{P}(t, \sigma)|^{2} \mathrm{~d} \sigma<\infty
$$

for almost all $t, s \in[0,1]$ (cf. 1.1). Moreover, according to the assumptions (1,1) and $(1,2)$ (where $p=2$ )

$$
\int_{0}^{1}\left(\int_{0}^{1}|\boldsymbol{P}(t, s)|^{2} \mathrm{~d} s\right) \mathrm{d} t \leq \int_{0}^{1} \varrho^{2}(t) \mathrm{d} t<\infty
$$

By the Tonelli-Hobson Theorem I.4.36 this implies that if an $L^{2}[B V]$-kernel $\boldsymbol{P}(t, s)$ is measurable in $(t, s)$ on $[0,1] \times[0,1]$, then

$$
\begin{equation*}
\|\boldsymbol{P}\|=\iint_{[0,1] \times[0,1]}|\boldsymbol{P}(t, s)|^{2} \mathrm{~d} t \mathrm{~d} s=\int_{0}^{1}\left(\int_{0}^{1}|\boldsymbol{P}(t, s)|^{2} \mathrm{~d} s\right) \mathrm{d} t<\infty . \tag{4,1}
\end{equation*}
$$

4.1. $L^{2}$-kernels. The function $\mathbf{P}:[0,1] \times[0,1] \rightarrow L\left(R_{n}\right)$ is said to be an $L^{2}$-kernel if it is measurable in $(t, s)$ on $[0,1] \times[0,1]$ and fulfils $(4,1)$. Given an $L^{2}$-kernel $\boldsymbol{P}$, $\|\boldsymbol{P}\| \|$ is defined by $(4,1)$.

Let us recall some basic properties of $L^{2}$-kernels and of Fredholm integral equations for $\mathbf{u} \in L_{n}^{2}$

$$
\begin{equation*}
\boldsymbol{u}(t)-\int_{0}^{1} \mathbf{P}(t, s) \boldsymbol{u}(s) \mathrm{d} s=\boldsymbol{g}(t) \tag{4,2}
\end{equation*}
$$

with an $L^{2}$-kernel P. (For the proofs see e.g. Dunford, Schwartz [1] or Smithies [1].)
Let $\boldsymbol{P}:[0,1] \times[0,1] \rightarrow L\left(R_{n}\right)$ be an $L^{2}$-kernel. Then for any $\boldsymbol{u} \in L_{n}^{2}$, the $n$-vector valued function

$$
\mathbf{g}(t)=\int_{0}^{1} \mathbf{P}(t, s) \mathbf{u}(s) \mathrm{d} s, \quad t \in[0,1]
$$

is $L^{2}$-integrable on $[0,1]$ and the mapping $\boldsymbol{u} \in L_{n}^{2} \rightarrow \boldsymbol{g} \in L_{n}^{2}$ is linear and bounded. (This may be shown easily by making use of the Cauchy inequality and the TonelliHobson Theorem I.4.36.) Moreover, a linear operator $\Theta: L_{n}^{2} \rightarrow L_{n}^{2}$ is compact if and only if there exists an $L^{2}$-kernel $\mathbf{T}:[0,1] \times[0,1] \rightarrow L\left(R_{n}\right)$ such that

$$
\boldsymbol{\Theta}: \boldsymbol{u} \in L_{n}^{2} \rightarrow \int_{0}^{1} \boldsymbol{T}(t, s) \boldsymbol{u}(s) \mathrm{d} s \in L_{n}^{2}
$$

If $\|\boldsymbol{P}\|<1$, then the equation (4,2) possesses for any $\boldsymbol{g} \in L_{n}^{2}$ a unique solution $\mathbf{u}$ in $L_{n}^{2}$ and there exists an $L^{2}$-kernel $R:[0,1] \times[0,1] \rightarrow L\left(R_{n}\right)$ such that for any $\boldsymbol{g} \in L_{n}^{2}$ the unique solution $u \in L_{n}^{2}$ of $(4,2)$ is given by

$$
\mathbf{u}(t)=\mathbf{g}(t)+\int_{0}^{1} \boldsymbol{R}(t, s) \mathbf{g}(s) \mathrm{d} s, \quad t \in[0,1] .
$$

$\mathbf{R}$ is called the resolvent kernel corresponding to $\mathbf{P}$.
Finally, given an $L^{2}$-kernel $\boldsymbol{P}$, there exist a natural number $n^{\prime}$, functions $\boldsymbol{P}_{1}:[0,1]$ $\rightarrow L\left(R_{n}, R_{n}\right)$ and $P_{2}:[0,1] \rightarrow L\left(R_{n}, R_{n}\right) L^{2}$-integrable on [0,1] and an $L^{2}$-kernel $\boldsymbol{P}_{0}:[0,1] \times[0,1] \rightarrow L\left(R_{n}\right)$ such that

$$
\begin{equation*}
\left\|\boldsymbol{P}_{0}\right\|<1 \quad \text { and } \quad \mathbf{P}(t, s)=\mathbf{P}_{0}(t, s)+\mathbf{P}_{1}(t) \mathbf{P}_{2}(s) \quad \text { on }[0,1] \times[0,1] . \tag{4,3}
\end{equation*}
$$

Let us turn our attention to $\operatorname{BVP}(2,1)$, $(2,2)$ fulfilling 2.1 with $p=q=2$ and $\boldsymbol{P}(t, 1)=\mathbf{0}$ a.e. on $[0,1] .\left(\boldsymbol{P}(t, s)\right.$ is an $L^{2}[B V]$-kernel, $\boldsymbol{K}$ is $L^{2}$-integrable on $[0,1]$ and $\boldsymbol{f} \in L_{n}^{2}$.)

A function $x \in W_{n}^{2}$ is a solution to BVP $(2,1),(2,2)$ if and only if
where

$$
\mathbf{x}=\boldsymbol{\Phi} \mathbf{c}+\boldsymbol{\Psi} \mathbf{u}+\boldsymbol{\Psi} \mathbf{f}
$$

$$
\begin{equation*}
\boldsymbol{\Phi}: \mathbf{c} \in R_{n} \rightarrow \mathbf{z}(t) \equiv \boldsymbol{c} \in W_{n}^{2}, \quad \boldsymbol{\Psi}: \mathbf{u} \in L_{n}^{2} \rightarrow \int_{0}^{t} \mathbf{u}(\tau) \mathrm{d} \tau \in W_{n}^{2} \tag{4,4}
\end{equation*}
$$

and the couple $\binom{u}{c} \in L_{n}^{2} \times R_{n}$ verifies the system

$$
\begin{align*}
& u-P \Phi c-P \Psi_{u}=P \Psi_{f}  \tag{4,5}\\
& S \Phi c+S \Psi_{u}=r-S \Psi_{f} \tag{4,6}
\end{align*}
$$

In fact, if $\mathbf{x} \in W_{n}^{2}$ is a solution to BVP $(2,1),(2,2)$, then $\mathbf{x}=\boldsymbol{\Phi} \mathbf{x}(0)+\boldsymbol{\Psi} \mathbf{P} \mathbf{x}+\boldsymbol{\Psi} \boldsymbol{f}$ and $\boldsymbol{S x}=\boldsymbol{S} \boldsymbol{\Phi} \mathbf{x}(0)+\boldsymbol{S \Psi P x}+\boldsymbol{S} \boldsymbol{\Psi} \boldsymbol{f}=\mathbf{r}$. Consequently, $\mathbf{u}=\boldsymbol{P x}$ and $\boldsymbol{c}=\mathbf{x}(0)$ satisfy $(4,5)$ and $(4,6)$. (Clearly $\mathbf{u} \in L_{n}^{2}$.) On the other hand, if $\binom{\mathbf{u}}{\mathbf{c}} \in L_{n}^{2} \times R_{n}$ is a solution to the system $(4,5),(4,6)$ and $\mathbf{x}=\boldsymbol{\Phi} \mathbf{c}+\Psi \mathbf{u}+\Psi f$, then $\mathbf{x}(0)=\mathbf{c}, P \mathbf{x}=\mathbf{P} \boldsymbol{\Phi} \mathbf{c}$ $+\boldsymbol{P \Psi u}+\boldsymbol{P} \boldsymbol{\Psi} \boldsymbol{f}=\mathbf{u}$ and hence $\mathbf{x}-\boldsymbol{\Phi} \mathbf{x}(0)-\boldsymbol{\Psi} \boldsymbol{P} \mathbf{x}=\boldsymbol{\Psi} \boldsymbol{f}$ and $\mathbf{S x}=\mathbf{r}$.
Let us mention that in virtue of I.4.33, the composed operator $P \Psi: L_{n}^{2} \rightarrow L_{n}^{2}$ is given by

$$
\begin{equation*}
\boldsymbol{P} \Psi: \mathbf{u} \in L_{n}^{2} \rightarrow-\int_{0}^{1} \boldsymbol{P}(t, s) \mathbf{u}(s) \mathrm{d} s \in L_{n}^{2} \tag{4,7}
\end{equation*}
$$

Now, let a natural number $n^{\prime}$, an $L^{2}$-kernel $\boldsymbol{P}_{0}:[0,1] \times[0,1] \rightarrow L\left(R_{n}\right)$ and $L^{2}$-integrable functions $\boldsymbol{P}_{1}:[0,1] \rightarrow L\left(R_{n}, R_{n}\right)$ and $\boldsymbol{P}_{2}:[0,1] \rightarrow L\left(R_{n}, R_{n}\right)$ be such that $(4,3)$ holds. Furthermore, let $\boldsymbol{R}_{0}:[0,1] \times[0,1] \rightarrow L\left(R_{n}\right)$ be the resolvent kernel corresponding to $\boldsymbol{P}_{0}$. The symbols $\boldsymbol{P}_{0}, \boldsymbol{P}_{1}, \boldsymbol{P}_{2}$ and $\boldsymbol{R}_{0}$ will denote the linear operators

$$
\begin{align*}
& \boldsymbol{P}_{0}: \mathbf{u} \in L_{n}^{2} \rightarrow-\int_{0}^{1} \boldsymbol{P}_{0}(t, s) \mathbf{u}(s) \mathrm{d} s \in L_{n}^{2}  \tag{4,8}\\
& \boldsymbol{P}_{1}: \mathbf{d} \in R_{n} \rightarrow \quad-\boldsymbol{P}_{1}(t) \boldsymbol{d} \in L_{n}^{2} \\
& \boldsymbol{P}_{2}: \mathbf{u} \in L_{n}^{2} \rightarrow \quad \int_{0}^{1} \boldsymbol{P}_{2}(s) \mathbf{u}(s) \mathrm{d} s \in R_{n^{\prime}} \\
& \boldsymbol{R}_{0}: \mathbf{u} \in L_{n}^{2} \rightarrow-\int_{0}^{1} \boldsymbol{R}_{0}(t, s) \mathbf{u}(s) \mathrm{d} s \in L_{n}^{2}
\end{align*}
$$

as well. All of them are obviously compact.
By $(4,3)$ and $(4,8)$ we may write

$$
\mathbf{P \Psi}=\mathbf{P}_{0}+\mathbf{P}_{1} \mathbf{P}_{2}
$$

and the equation $(4,5)$ becomes

$$
\mathbf{u}-\mathbf{P}_{0} \mathbf{u}=\mathbf{P} \Phi_{\mathbf{c}}+\mathbf{P}_{1} \mathbf{P}_{2} \mathbf{u}+\mathbf{P} \Psi_{f}
$$

Accordingly

$$
\begin{equation*}
\mathbf{u}-\left[I+R_{0}\right]\left(\mathbf{P \Phi c}+\mathbf{P}_{1} \mathbf{P}_{2} \mathbf{u}\right)=\left[I+R_{0}\right] \mathbf{P} \Psi_{\boldsymbol{f}} \tag{4,9}
\end{equation*}
$$

Let us denote

$$
\mathbf{d}=\mathbf{P}_{2} \mathbf{u}
$$

Then the equation $(4,9)$ reduces to

$$
\begin{equation*}
u=\left[I+R_{0}\right] P \Phi c+\left[I+R_{0}\right] P_{1} d+\left[I+R_{0}\right] P \Psi f \tag{4,10}
\end{equation*}
$$

Applying $\boldsymbol{P}_{2}$ to $(4,10)$ and inserting $(4,10)$ into $(4,6)$ we reduce the system $(4,5),(4,6)$ to the system of equations for $\mathbf{c} \in R_{n}$ and $\boldsymbol{d} \in R_{n}$

$$
\begin{equation*}
B\binom{c}{d}=\binom{F_{1} f}{r-F_{2} f} \tag{4,11}
\end{equation*}
$$

where
and

$$
\begin{align*}
& F_{1}: f \in L_{n}^{2} \rightarrow \mathbf{P}_{2}\left[\mathbf{I}+\boldsymbol{R}_{0}\right] P \Psi_{\boldsymbol{f}} \in R_{n^{\prime}},  \tag{4,13}\\
& \boldsymbol{F}_{2}: \boldsymbol{f} \in L_{n}^{2} \rightarrow \mathbf{S \Psi}\left(\mathbf{I}+\left[\mathbf{I}+\boldsymbol{R}_{0}\right] \mathbf{P \Psi}\right) \boldsymbol{f} \in R_{m} .
\end{align*}
$$

The operator $\boldsymbol{B}$ may be represented by a uniquely determined $\left(m+n^{\prime}\right) \times\left(n+n^{\prime}\right)$ matrix. Let us denote this matrix again by $\mathbf{B}$.

Thus BVP $(2,1),(2,2)$ possesses a solution $\mathbf{x} \in W_{n}^{2}$ if and only if the system $(4,11)$ possesses a solution $\binom{\boldsymbol{c}}{\boldsymbol{d}} \in R_{n+n^{\prime}}$ and $\mathbf{x}$ is then given by

$$
\begin{equation*}
x=\left(\Phi+\Psi\left[I+R_{0}\right] P \Phi\right) c+\Psi\left[I+R_{0}\right] P_{0} d+\Psi\left[I+R_{0}\right] P \Psi f+\Psi f \tag{4,14}
\end{equation*}
$$

Let $\Delta_{1,1} \in L\left(R_{n^{\prime}}, R_{n}\right), \quad \Delta_{1,2} \in L\left(R_{m}, R_{n}\right), \quad \Delta_{2,1} \in L\left(R_{n}\right)$ and $\Delta_{2,2} \in L\left(R_{m}, R_{n}\right)$ be chosen in such a way that

$$
\mathbf{B}^{+}=\left[\begin{array}{ll}
\Delta_{1,1}, & \Delta_{1,2} \\
\Delta_{2,1}, & \Delta_{2,2}
\end{array}\right] \in L\left(R_{m+n^{\prime}}, R_{n+n^{\prime}}\right)
$$

fulfils $\mathbf{B B}^{+} \boldsymbol{B}=\boldsymbol{B}$ (e.g. $\mathbf{B}^{+}=\boldsymbol{B}^{\#}$ ). Then if $(4,11)$ has a solution, the couple

$$
\begin{align*}
& c=\left[\Delta_{1,1} F_{1}-\Delta_{1,2} F_{2}\right] f+\Delta_{1,2} r \in R_{n},  \tag{4,15}\\
& \boldsymbol{d}=\left[\Delta_{2,1} F_{1}-\Delta_{2,2} F_{2}\right] f+\Delta_{2,2} r \in R_{n^{\prime}},
\end{align*}
$$

is also its solution.

Inserting $(4,15)$ into $(4,14)$ we obtain that if BVP $(2,1),(2,2)$ has a solution, then

$$
\begin{equation*}
x=\Phi\left[G_{1} f+H_{1} r\right]+\Psi\left[I+R_{0}\right]\left(G_{2} f+H_{2} r\right)+\Psi f \tag{4,16}
\end{equation*}
$$

with

$$
\begin{gather*}
\boldsymbol{G}_{1}=\Delta_{1,1} F_{1}-\Delta_{1,2} F_{2}, \quad H_{1}=\Delta_{1,2}  \tag{4,17}\\
\boldsymbol{G}_{2}=\mathbf{P} \Phi\left(\Delta_{1,1} F_{1}-\Delta_{1,2} F_{2}\right)+\mathbf{P}_{1}\left(\Delta_{2,1} F_{1}-\Delta_{2,2} F_{2}\right)+\mathbf{P} \boldsymbol{\Psi} \\
\boldsymbol{H}_{2}=\mathbf{P} \Phi \Delta_{1,2}+\mathbf{P}_{1} \boldsymbol{\Delta}_{2,2}
\end{gather*}
$$

is also its solution. As $\mathbf{G}_{1}: L_{n}^{2} \rightarrow R_{n}$ is a linear bounded $n$-vector valued functional on $L_{n}^{2}$ and $\left[\mathbf{I}+\boldsymbol{R}_{0}\right] \mathbf{G}_{2} \in K\left(L_{n}^{2}\right)$, there exist an $L^{2}$-integrable function $\boldsymbol{G}_{1}:[0,1]$ $\rightarrow L\left(R_{n}\right)$ and an $L^{2}$-kernel $G_{2}:[0,1] \times[0,1] \rightarrow L\left(R_{n}\right)$ such that

$$
\begin{gather*}
\boldsymbol{G}_{1}: \boldsymbol{f} \in L_{n}^{2} \rightarrow \int_{0}^{1} \boldsymbol{G}_{1}(s) \boldsymbol{f}(s) \mathrm{d} s \in R_{n},  \tag{4,18}\\
{\left[\boldsymbol{I}+\boldsymbol{R}_{0}\right] \boldsymbol{G}_{2}: \boldsymbol{f} \in L_{n}^{2} \rightarrow \int_{0}^{1} \boldsymbol{G}_{2}(t, s) \boldsymbol{f}(s) \mathrm{d} s \in L_{n}^{2} .}
\end{gather*}
$$

Applying the Tonelli-Hobson Theorem I.4.36 we may show that

$$
\int_{0}^{t}\left(\int_{0}^{1} \boldsymbol{G}_{2}(\tau, s) \boldsymbol{f}(s) \mathrm{d} s\right) \mathrm{d} \tau=\int_{0}^{1}\left(\int_{0}^{t} \boldsymbol{G}_{2}(\tau, s) \mathrm{d} \tau\right) \boldsymbol{f}(s) \mathrm{d} s
$$

for any $f \in L_{n}^{2}$ and $t \in[0,1]$, i.e.

$$
\begin{equation*}
\boldsymbol{\Psi}\left[\boldsymbol{I}+\boldsymbol{R}_{0}\right] \boldsymbol{G}_{2}: \boldsymbol{f} \in L_{n}^{2} \rightarrow \int_{0}^{1}\left(\int_{0}^{t} \boldsymbol{G}_{2}(\tau, s) \mathrm{d} \tau\right) \boldsymbol{f}(s) \mathrm{d} s \in W_{n}^{2} \tag{4,20}
\end{equation*}
$$

Furthermore, by $(4,3),(4,4)$ and $(4,8)$ there exist an $L^{2}$-integrable function $\tilde{\boldsymbol{H}}_{2}:[0,1]$ $\rightarrow L\left(R_{m}, R_{n}\right)$ such that

$$
\boldsymbol{H}_{2}=\mathbf{P} \boldsymbol{\Phi} \Delta_{1,2}+\mathbf{P}_{1} \boldsymbol{\Delta}_{2,2}: \mathbf{r} \in R_{m} \rightarrow \tilde{\boldsymbol{H}}_{2}(t) \mathbf{r} \in L_{n}^{2}
$$

Consequently,

$$
\begin{equation*}
\boldsymbol{\Psi}\left[\mathbf{I}+\boldsymbol{R}_{0}\right] \boldsymbol{H}_{2}: \boldsymbol{r} \in \boldsymbol{R}_{m} \rightarrow\left(\int_{0}^{t} \boldsymbol{H}_{2}(\tau) \mathrm{d} \tau\right) \boldsymbol{r} \tag{4,21}
\end{equation*}
$$

where

$$
\boldsymbol{H}_{2}(t)=\tilde{\boldsymbol{H}}_{2}(t)+\int_{0}^{1} \boldsymbol{R}_{0}(t, \tau) \tilde{\boldsymbol{H}}_{2}(\tau) \mathrm{d} \tau, \quad t \in[0,1]
$$

is also $L^{2}$-integrable on $[0,1]$. Inserting $(4,18),(4,20)$ and $(4,21)$ into $(4,16)$ we obtain that if $\operatorname{BVP}(2,1),(2,2)$ has a solution, then also

$$
\begin{equation*}
\mathbf{x}(t)=\int_{0}^{1} \boldsymbol{G}_{0}(t, s) \boldsymbol{f}(s) \mathrm{d} s+\boldsymbol{H}_{0}(t) \boldsymbol{r}, \quad t \in[0,1] \tag{4,22}
\end{equation*}
$$

with

$$
\begin{gather*}
\boldsymbol{G}_{0}(t, s)=\boldsymbol{G}_{1}(s)+\int_{0}^{t} \boldsymbol{G}_{2}(\tau, s) \mathrm{d} \tau+\Delta(t, s) \quad \text { on }[0,1] \times[0,1],  \tag{4,23}\\
\Delta(t, s)=\mathbf{0} \quad \text { if } t<s, \quad \Delta(t, s)=\mathbf{I} \quad \text { if } t \geq s, \\
\boldsymbol{H}_{0}(t)=\boldsymbol{H}_{1}+\int_{0}^{t} \boldsymbol{H}_{2}(\tau) \mathrm{d} \tau \quad \text { on }[0,1]
\end{gather*}
$$

is a solution to BVP $(2,1),(2,2)$. It follows from the definition of the functions $\boldsymbol{G}_{0}(t, s)$ and $\boldsymbol{H}_{0}(t)$, that the linear operator

$$
\begin{equation*}
\mathscr{L}^{+}:\binom{\boldsymbol{f}}{\boldsymbol{r}} \in L_{n}^{2} \times R_{m} \rightarrow \int_{0}^{1} \boldsymbol{G}_{0}(t, s) \boldsymbol{f}(s) \mathrm{d} s+\boldsymbol{H}_{0}(t) \mathbf{r} \in W_{n}^{2} \tag{4,24}
\end{equation*}
$$

is bounded. The results obtained are summarized in the following theorem.
4.2. Theorem. Let the assumptions 2.1 with $p=q=2$ be fulfilled and, moreover, let $\boldsymbol{P}(t, s)$ be measurable in $(t, s)$ on $[0,1] \times[0,1]$. Then there exist functions $\boldsymbol{G}_{0}:[0,1] \times[0,1] \rightarrow L\left(R_{n}\right)$ and $\boldsymbol{H}_{0}:[0,1] \rightarrow L\left(R_{m}, R_{n}\right)$ such that for any $\boldsymbol{f} \in L_{n}^{2}$ and $\mathbf{r} \in R_{m}$ the function $\mathbf{x}(t)$ given by $(4,22)$ belongs to $W_{n}^{2}$ and the linear operator $\mathscr{L}^{+}$ given by $(4,24)$ is bounded. Furthermore, if BVP $(2,1),(2,2)$ possesses a solution, then $(4,22)\left(\right.$ i.e. $x=\mathscr{L}^{+}\binom{\boldsymbol{f}}{\boldsymbol{r}}$ ) is also its solution.
4.3. Remark. According to the definition IV. 3.10 we may say that $\boldsymbol{G}_{0}(t, s), \boldsymbol{H}_{0}(t)$ is a generalized Green's couple of BVP $(2,1),(2,2)$. The operator $\mathscr{L}^{+}$given by $(4,24)$ fulfils the relation $\mathscr{L}^{\mathscr{L}} \mathscr{L}^{+}=\mathscr{L}$.
4.4. Proposition. The functions $\mathbf{G}_{0}(t, s)$ and $\boldsymbol{H}_{0}(t)$ defined by $(4,23)$ have the following properties
(i) $\boldsymbol{H}_{0}$ possesses a.e. on $[0,1]$ a derivative which is $L^{2}$-integrable on $[0,1]$,
(ii) $\boldsymbol{G}_{0}$ is an $L^{2}$-kernel, $\boldsymbol{G}_{0}(., s)$ is of bounded variation on $[0,1]$ for a.e. $s \in[0,1]$,
(iii) $\gamma(s)=\left|\mathbf{G}_{0}(0, s)\right|+\operatorname{var}_{0}^{1} \mathbf{G}_{0}(., s) \in L^{2}$,
(iv) for almost every $s \in[0,1]$ the columns of $\mathbf{G}_{0}(., s)-\Delta(., s)$ belong to the space $W_{n}^{2}$.

Proof follows from the construction of the functions $\boldsymbol{G}_{0}(t, s)$ and $\boldsymbol{H}_{0}(t)\left(\boldsymbol{G}_{0}(0, s)\right.$ $=\boldsymbol{G}_{1}(s), \operatorname{var}_{0}^{1} \Delta(., s) \leq 1$ and hence

$$
\left.\gamma(s) \leq\left|\boldsymbol{G}_{1}(s)\right|+\int_{0}^{1}\left|\boldsymbol{G}_{2}(\tau, s)\right| \mathrm{d} \tau+1 \quad \text { a.e. on }[0,1] .\right)
$$

4.5. Remark. If $k=\operatorname{dim} N(\mathscr{L})>0$, let $X_{0}$ denote the $n \times k$-matrix function whose columns form a basis in $N(\mathscr{L})$. If $k^{*}=\operatorname{dim} N\left(\mathscr{L}^{*}\right)>0$, let $\boldsymbol{Y}_{0}:[0,1] \rightarrow L\left(R_{n}, R_{k^{*}}\right)$
and $\Lambda_{0} \in L\left(R_{m}, R_{k^{*}}\right)$ be such that the couples $\left(\boldsymbol{y}_{j}^{*}, \lambda_{j}^{*}\right)\left(j=1,2, \ldots, k^{*}\right)$ of their rows form a basis in $N\left(\mathscr{L}^{*}\right)$. Then evidently for any $L^{2}$-integrable function $\Theta_{1}:[0,1]$ $\rightarrow L\left(R_{n}, R_{k}\right)$, any matrix $\boldsymbol{\Theta}_{2} \in L\left(R_{m}, R_{k}\right)$ and any function $\Sigma:[0,1] \rightarrow L\left(R_{k^{*}}, R_{n}\right)$ of bounded variation on $[0,1]$

$$
\begin{gather*}
\boldsymbol{G}(t, s)=\boldsymbol{G}_{0}(t, s)+\boldsymbol{X}_{0}(t) \boldsymbol{\Theta}_{1}(s)+\boldsymbol{\Sigma}(t) \boldsymbol{Y}_{0}(s), \quad t, s \in[0,1],  \tag{4,25}\\
\boldsymbol{H}(t)=\boldsymbol{H}_{0}(t)+\boldsymbol{X}_{0}(t) \boldsymbol{\Theta}_{2}+\boldsymbol{\Sigma}(t) \boldsymbol{\Lambda}_{0}
\end{gather*}
$$

is also a generalized Green's couple of BVP $(2,1),(2,2)$ and fulfils (i)-(iv) from 4.4 in place of $\boldsymbol{G}_{0}(t, s) \boldsymbol{H}_{0}(t)$.
4.6. Definition. Generalized Green's couples of the form $(4,25)$ will be called standard generalized Green's couples.
4.7. Remark. It is easy to verify that given a standard generalized Green couple $\boldsymbol{G}(t, s), \boldsymbol{H}(t)$, the operator

$$
\begin{equation*}
\mathscr{L}^{+}:\binom{\boldsymbol{f}}{\boldsymbol{r}} \in L_{n}^{2} \times R_{m} \rightarrow \int_{0}^{1} \boldsymbol{G}(t, s) \boldsymbol{f}(s) \mathrm{d} s+\boldsymbol{H}(t) \boldsymbol{r} \tag{4,26}
\end{equation*}
$$

is bounded and fulfils the relation $\left.\mathscr{L} \mathscr{L}^{+} \mathscr{L}=\mathscr{L} .{ }^{*}\right)$
4.8. Remark. Making use of the equivalence between $\operatorname{BVP}(2,1),(2,2)$ and the linear algebraic equation $(4,11)$ we could obtain (under the assumptions 2.1 with $p=q=2$ ) the basic results of the Section V. 2 in a more elementary way. An analogous procedure can be applied also to BVP

$$
\begin{gather*}
\mathbf{x}^{\prime}(t)-\mathbf{A}(t) \mathbf{x}(t)-\mathbf{C}(t) \mathbf{x}(0)-\mathbf{D}(t) \mathbf{x}(1)-\int_{0}^{1} \mathrm{~d}_{s}[\boldsymbol{R}(t, s)] \mathbf{x}(s)=\boldsymbol{f}(t)  \tag{4,27}\\
\mathbf{M} \mathbf{x}(0)+\int_{0}^{1} \boldsymbol{K}(t) \mathbf{x}^{\prime}(t) \mathrm{d} t=\boldsymbol{r},
\end{gather*}
$$

where $\boldsymbol{A}$ is supposed to be only $L$-integrable on $[0,1]$ and $\boldsymbol{K}$ is measurable and essentially bounded on $[0,1]$. (In general BVP $(4,27),(4,28)$ cannot be rewritten as the system of the form (2,1), $(2,2)$ fulfilling the assumptions of this section.) If $\boldsymbol{X}(t)$ denotes the fundamental matrix solution of the equation $\boldsymbol{x}^{\prime}(t)-\boldsymbol{A}(t) \boldsymbol{x}(t)=\mathbf{0}$, then BVP $(4,27),(4,28)$ will be transferred to a system of integro-algebraical equations

[^3]for $\boldsymbol{u} \in L_{n}^{2}$ and $\boldsymbol{c} \in R_{n}$ of the form (4,5), (4,6) (with an $L^{2}$-kernel) by means of the substitution
\[

$$
\begin{gathered}
\mathbf{u}(t)=\mathbf{C}(t) \mathbf{x}(0)+\mathbf{D}(t) \times(1)+\int_{0}^{1} \mathrm{~d}_{s}[\boldsymbol{R}(t, s)] \mathbf{x}(s) \\
\mathbf{c}=\boldsymbol{x}(0) .
\end{gathered}
$$
\]

On the other hand,

$$
\mathbf{x}(t)=\boldsymbol{X}(t) \boldsymbol{c}+\boldsymbol{X}(t) \int_{0}^{t} \boldsymbol{X}^{-1}(s) \mathbf{u}(s) \mathrm{d} s+\boldsymbol{X}(t) \int_{0}^{t} \boldsymbol{X}^{-1}(s) \boldsymbol{f}(s) \mathrm{d} s
$$

i.e. $\mathbf{x}=\mathbf{U c}+\mathbf{V u}+\mathbf{V} \boldsymbol{f}$.

## 5. Best approximate solutions

We still assume that $\mathbf{P}:[0,1] \times[0,1] \rightarrow L\left(R_{n}\right)$ is a measurable $L^{2}[B V]$-kernel, $\boldsymbol{P}(t, 1)=\mathbf{0}$ a.e. on $[0,1]$, the columns of $\mathbf{K}:[0,1] \rightarrow L\left(R_{n}, R_{m}\right)$ belong to $L_{n}^{2}, \boldsymbol{f} \in L_{n}^{2}$ and $\mathbf{r} \in R_{m}$. Given $\mathbf{x}, \mathbf{u} \in W_{n}^{2}$, let us put

$$
\begin{equation*}
(\mathbf{x}, \mathbf{u})_{X}=\int_{0}^{1} \mathbf{u}^{*}(t) \mathbf{x}(t) \mathrm{d} t \in R \tag{5,1}
\end{equation*}
$$

Clearly, $\mathbf{x}, \mathbf{u} \in W_{n}^{2} \rightarrow(\mathbf{x}, \mathbf{u})_{X} \in R$ is a bilinear form on $W_{n}^{2} \times W_{n}^{2}$, while $(\mathbf{x}, \mathbf{u})_{X}$ $=(\mathbf{u}, \mathbf{x})_{X}$ for all $\mathbf{x}, \mathbf{u} \in W_{n}^{2}$ and $(\mathbf{x}, \mathbf{x})_{X}=0$ if and only if $\mathbf{x}(t) \equiv \mathbf{0}$ on [0,1]. It means that $(., .)_{X}$ is an inner product and $\mathbf{x} \in W_{n}^{2} \rightarrow\|\mathbf{x}\|_{X}=(\mathbf{x}, \mathbf{x})_{X}^{1 / 2}$ is a norm on $W_{n}^{2}$.

Analogously,

$$
\begin{align*}
\boldsymbol{\varphi}=\binom{\boldsymbol{f}}{\mathbf{r}}, \psi= & \binom{\mathbf{g}}{\mathbf{q}} \in L_{n}^{2} \times R_{m} \rightarrow(\boldsymbol{\varphi}, \psi)_{Y}=\left\langle\boldsymbol{\varphi}, \psi^{*}\right\rangle_{L^{2} \times R}  \tag{5,2}\\
& =\int_{0}^{1} \mathbf{g}^{*}(t) \boldsymbol{f}(t) \mathrm{d} t+\mathbf{q}^{*} \mathbf{r} \in R
\end{align*}
$$

is an inner product on $L_{n}^{2} \times R_{m}$ and $\varphi \in L_{n}^{2} \times R_{m} \rightarrow\|\varphi\|_{Y}=(\varphi, \varphi)_{Y}^{1 / 2}$ is a ricrm on $L_{n}^{2} \times R_{m}$. Moreover, as $|\mathbf{c}| \leq|\mathbf{c}|_{e}=\left(\mathbf{c}^{*} \mathbf{c}\right)^{1 / 2} \leq n|\mathbf{c}|$ for any $\mathbf{c} \in R_{n}$,

$$
\begin{gathered}
\left\|\binom{\boldsymbol{f}}{\boldsymbol{r}}\right\|_{L^{2} \times R}^{2}=\left(\left(\int_{0}^{1}|\boldsymbol{f}(t)|^{2} \mathrm{~d} t\right)^{1 / 2}+|\boldsymbol{r}|\right)^{2} \geq \frac{1}{n^{2}}\left(\left(\int_{0}^{1}|\boldsymbol{f}(t)|_{e}^{2} \mathrm{~d} t\right)^{1 / 2}+|\boldsymbol{r}|_{e}\right)^{2} \geq\left(\frac{1}{n^{2}}\right)\left\|\binom{\boldsymbol{f}}{\boldsymbol{r}}\right\|_{Y}^{2} \\
\text { for all } \boldsymbol{f} \in L_{n}^{2} \text { and } \boldsymbol{r} \in R_{m} .
\end{gathered}
$$

On the other hand,

$$
\int_{0}^{1}|\boldsymbol{f}(t)|^{2} \mathrm{~d} t+|\boldsymbol{r}|^{2}-2\left(\int_{0}^{1}|\boldsymbol{f}(t)|^{2} \mathrm{~d} t\right)^{1 / 2}|\boldsymbol{r}| \geq 0
$$

and hence

$$
2\left\|\binom{\boldsymbol{f}}{\boldsymbol{r}}\right\|_{Y}^{2} \geq 2\left(\int_{0}^{1}|\boldsymbol{f}(t)|^{2} \mathrm{~d} t+|\boldsymbol{r}|^{2}\right) \geq\left(\left(\int_{0}^{1}|\boldsymbol{f}(t)|^{2} \mathrm{~d} t\right)^{1 / 2}+|\boldsymbol{r}|\right)^{2}=\left\|\binom{\boldsymbol{f}}{\boldsymbol{r}}\right\|_{L^{2} \times R}^{2}
$$

i.e.

$$
\begin{equation*}
\frac{1}{n}\|\varphi\|_{Y} \leq\|\varphi\|_{L^{2} \times R} \leq \sqrt{ }(2)\|\varphi\|_{Y} \quad \text { for each } \quad \varphi \in L_{n}^{2} \times R_{m} \tag{5,3}
\end{equation*}
$$

It follows immediately that the space $L_{n}^{2} \times R_{m}$ endowed with the norm $\|\cdot\|_{Y}$ is complete, i.e. it is a Hilbert space.
5.1. Notation. In the subsequent text $X$ stands for the inner product space of elements of $W_{n}^{2}$ with the inner product $(5,1)$ and the corresponding norm $\|\cdot\|_{X}$. $Y$ denotes the Hilbert space of elements of $L_{n}^{2} \times R_{m}$ equipped with the inner product $(5,2)$ and the corresponding norm $\|\cdot\|_{Y}$. The operator $\mathbf{x} \in X \rightarrow \mathscr{L} \mathbf{x} \in Y$ (cf. $(2,3)$ ) is denoted by $\mathscr{A}$.
5.2. Remark. Evidently $\mathscr{A} \in L(X, Y), R(\mathscr{A})=R(\mathscr{L})$ and $N(\mathscr{A})=N(\mathscr{L})$. It follows easily from $(5,3)$ and 2.9 that $R(\mathscr{A})$ is closed in $Y$.
5.3. Remark. Let us notice that in general $\mathscr{A}$ is unbounded.
5.4. Notation. If $k=\operatorname{dim} N(\mathscr{L})>0$, then $\boldsymbol{X}_{0}$ denotes the $n \times k$-matrix valued function whose columns form a basis in $N(\mathscr{L})$. If $k^{*}=\operatorname{dim} N\left(\mathscr{L}^{*}\right)>0$ and $\left(\boldsymbol{y}_{j}, \lambda_{j}^{*}\right)$ $\in L_{n}^{2} \times R_{m}^{*}\left(j=1,2, \ldots, k^{*}\right)$ is a basis in $N\left(\mathscr{L}^{*}\right)$, let us put $\mathbf{Y}_{0}^{*}(t)=\left[\boldsymbol{y}_{1}(t), \boldsymbol{y}_{2}(t), \ldots, \boldsymbol{y}_{k^{*}}(t)\right]$ on $[0,1]$ and $\Lambda_{0}^{*}=\left[\lambda_{1}, \lambda_{2}, \ldots, \lambda_{k^{*}}\right]$.
5.5. Lemma. If $k^{*}>0$, then the $k^{*} \times k^{*}$-matrix

$$
\mathbf{C}=\int_{0}^{1} \boldsymbol{Y}_{0}(t) \boldsymbol{Y}_{0}^{*}(t) \mathrm{d} t+\boldsymbol{\Lambda}_{0} \boldsymbol{\Lambda}_{0}^{*}
$$

is regular. If we put

$$
\begin{gathered}
(5,4) \\
\boldsymbol{\Pi}_{1}:\binom{\boldsymbol{f}}{\boldsymbol{r}} \in Y \rightarrow\binom{\boldsymbol{f}(t)}{\mathbf{r}}-\left[\begin{array}{c}
\boldsymbol{Y}_{0}^{*}(t) \\
\boldsymbol{\Lambda}_{0}^{*}
\end{array}\right] \boldsymbol{C}^{-1}\left[\int_{0}^{1} \boldsymbol{Y}_{0}(s) \boldsymbol{f}(s) \mathrm{d} s+\boldsymbol{\Lambda}_{0} \boldsymbol{r}\right] \in Y \quad \text { if } \quad k^{*}>0, \\
\boldsymbol{\Pi}_{1}=\boldsymbol{I} \quad \text { if } k^{*}=0
\end{gathered}
$$

then $\Pi_{1}$ is an orthogonal bounded projection of $Y$ onto $R(\mathscr{A})$.
Proof. If there were $\boldsymbol{\delta}^{*} \boldsymbol{C}=\boldsymbol{0}$ for some $\boldsymbol{\delta} \in R_{k^{*}}$, then it would be also $0=\boldsymbol{\delta}^{*} \boldsymbol{C} \boldsymbol{\delta}$, i.e.

$$
0=\int_{0}^{1}\left(\delta^{*} \boldsymbol{Y}_{0}(t)\right)\left(\boldsymbol{Y}_{0}^{*}(t) \boldsymbol{\delta}\right) \mathrm{d} t+\left(\delta^{*} \boldsymbol{\Lambda}_{0}\right)\left(\boldsymbol{\Lambda}_{0}^{*} \boldsymbol{\delta}\right)=\left\|\left(\boldsymbol{Y}_{0}^{*}(t) \boldsymbol{\delta}, \Lambda_{0}^{*} \boldsymbol{\delta}\right)\right\|_{Y}^{2}
$$

This may hold if and only if $\boldsymbol{\delta}^{*}\left[\boldsymbol{Y}_{0}(t), \boldsymbol{\Lambda}_{0}\right]=\mathbf{0}$ a.e. on $[0,1]$. Hence $\boldsymbol{\delta}^{*} \boldsymbol{C}=\mathbf{0}$ implies $\delta^{*}=0$.

Furthermore, it follows easily from 2.12 that $\Pi_{1} \varphi \in R(\mathscr{A})$ for any $\varphi \in Y$ and $\Pi_{1} \varphi=\varphi$ if $\varphi \in R(\mathscr{A})$. Finally, given $\varphi \in\binom{\boldsymbol{f}}{\boldsymbol{r}} \in Y$ and $\psi=\binom{\boldsymbol{g}}{\boldsymbol{q}} \in R(\mathscr{A})$, we have by 2.12

$$
\left(\varphi-\Pi_{1} \varphi, \psi\right)_{Y}=\left[\int_{0}^{1} \mathbf{g}^{*}(t) \mathbf{Y}_{0}^{*}(t) \mathrm{d} t+\mathbf{q}^{*} \boldsymbol{\Lambda}_{0}^{*}\right] \boldsymbol{C}^{-1}\left[\int_{0}^{1} \boldsymbol{Y}_{0}(s) \boldsymbol{f}(s) \mathrm{d} s+\boldsymbol{\Lambda}_{0} \mathbf{r}\right]=0
$$

The boundedness of $\boldsymbol{\Pi}_{1}$ is obvious.
5.6. Lemma. If $k>0$, then the $k \times k$-matrix

$$
\mathbf{D}=\int_{0}^{1} \boldsymbol{X}_{0}^{*}(t) \boldsymbol{X}_{0}(t) \mathrm{d} t
$$

is regular. The mapping

$$
\begin{gather*}
\boldsymbol{\Pi}_{2}: \mathbf{x} \in X \rightarrow \mathbf{X}_{0}(t) \boldsymbol{D}^{-1}\left(\int_{0}^{1} \boldsymbol{X}_{0}^{*}(s) \mathbf{x}(s) \mathrm{d} s\right) \in X \quad \text { if } k>0  \tag{5,5}\\
\boldsymbol{\Pi}_{2}=0 \quad \text { if } k=0
\end{gather*}
$$

is an orthogonal bounded projection of $X$ onto $N(\mathscr{A})$.
Proof. The regularity of $D$ follows analogously as the regularity of $C$. Obviously $R\left(\boldsymbol{\Pi}_{2}\right) \subset N(\mathscr{A})$. Furthermore, if $\boldsymbol{\delta} \in R_{k}$ and $\mathbf{x}(t) \equiv \boldsymbol{X}_{0}(t) \boldsymbol{\delta}$ on $[0,1]$ (i.e. $\mathbf{x} \in N(\mathscr{A})$ ), then

$$
\left(\Pi_{2} \mathbf{x}\right)(t)=\boldsymbol{X}_{0}(t) \boldsymbol{D}^{-1}\left(\int_{0}^{1} \boldsymbol{X}_{0}^{*}(s) \boldsymbol{X}_{0}(s) \mathrm{d} s\right) \boldsymbol{\delta}=\boldsymbol{X}_{0}(t) \boldsymbol{\delta}=\mathbf{x}(t)
$$

Consequently $R\left(\Pi_{2}\right)=N(\mathscr{A})$ and $\Pi_{2}^{2}=\Pi_{2}$. Finally, given $\mathrm{x} \in X, \delta \in R_{k}$ and $u(t)=X_{0}(t) \boldsymbol{\delta}$,

$$
=\delta^{*}\left(\int_{0}^{1} X_{0}^{*}(t) x(t) \mathrm{d} t\right)-\delta^{*}\left(\int_{0}^{1} X_{0}^{*}(t) X(t) \mathrm{d} t\right) D^{-1}\left(\int_{0}^{1} X_{0}^{*}(t) x(t) \mathrm{d} t\right)=0 .
$$

5.7. Definition. A function $u_{0} \in W_{n}^{2}$ is said to be a least square solution or a best approximate solution of $B V P(2,1),(2,2)$, if it is a least square solution or a best approximate solution of the operator equation

$$
\begin{equation*}
\mathscr{A} x=\binom{f}{r} \tag{5,6}
\end{equation*}
$$

respectively.
Let us assume 2.1 with $p=q=2$ and let $\mathbf{P}(t, s)$ be measurable in $(t, s)$ on $[0,1] \times[0,1]$. Then there exist a standard generalized Green's couple $\mathbf{G}(t, s)$,
$\boldsymbol{H}(t)$ of $B V P(2,1),(2,2)$ such that for any $\boldsymbol{f} \in L_{n}^{2}$ and $\boldsymbol{r} \in R_{m}$

$$
\begin{equation*}
\mathbf{u}_{0}(t)=\int_{0}^{1} \boldsymbol{G}(t, s) \boldsymbol{f}(s) \mathrm{d} s+\boldsymbol{H}(t) \boldsymbol{r} \quad \text { on }[0,1] \tag{5,7}
\end{equation*}
$$

is the unique best approximate solution of $B V P(2,1),(2,2)$.
Proof. Let $\boldsymbol{G}_{0}(t, s), \boldsymbol{H}_{0}(t)$ be the generalized Green's couple of BVP $(2,1),(2,2)$ given by 4.2 and let $\mathscr{L}^{+}: L_{n}^{2} \times R_{m} \rightarrow W_{n}^{2}$ be the corresponding generalized inverse operator to $\mathscr{L}$ given by $(4,24)$. Let us define $\mathscr{A}^{+}:\binom{\boldsymbol{f}}{\boldsymbol{r}} \in Y \rightarrow \mathscr{L}^{+}\binom{\boldsymbol{f}}{\boldsymbol{r}} \in X$ and

$$
\begin{equation*}
\mathscr{A}^{\#}:\binom{\boldsymbol{f}}{\boldsymbol{r}} \in Y \rightarrow\left(\boldsymbol{I}-\boldsymbol{\Pi}_{2}\right) \mathscr{A}^{+} \Pi_{1}\binom{\boldsymbol{f}}{\boldsymbol{r}} \in X, \tag{5,8}
\end{equation*}
$$

where $\Pi_{1} \in B(Y)$ and $\Pi_{2} \in B(X)$ are given by $(5,4)$ and $(5,5)$, respectively. Then $\mathscr{A}^{+} \in L(Y, X), \mathscr{A}^{\#} \in L(Y, X), \mathscr{A}_{\mathscr{A}^{+}} \mathscr{A}=\mathscr{A}$ and according to I.3.28 and I.3.29 $\boldsymbol{u}_{0}=\mathscr{A}^{\#}\binom{\boldsymbol{f}}{\boldsymbol{r}}$ is the unique best approximate solution of $(5,6)$ for every $\boldsymbol{f} \in L_{n}^{2}$ and $\boldsymbol{r} \in R_{m}$. Taking into account $4.4,(5,4),(4,24)$ and making use of I.4.36 we obtain that for any $\boldsymbol{f} \in L_{n}^{2}$ and $\mathbf{r} \in R_{m}$

$$
\begin{equation*}
\mathscr{A}^{+} \boldsymbol{\Pi}_{1}\binom{\boldsymbol{f}}{\boldsymbol{r}}(t)=\int_{0}^{1} \tilde{\boldsymbol{G}}(t, s) \boldsymbol{f}(s) \mathrm{d} s+\tilde{\boldsymbol{H}}(t) \boldsymbol{r} \quad \text { on }[0,1] \tag{5,9}
\end{equation*}
$$

where

$$
\begin{gather*}
\tilde{\boldsymbol{G}}(t, s)=\boldsymbol{G}_{0}(t, s)-\left(\int_{0}^{1} \boldsymbol{G}_{0}(t, \sigma) \boldsymbol{Y}_{0}^{*}(\sigma) \mathrm{d} \sigma\right) \boldsymbol{C}^{-1} \boldsymbol{Y}_{0}(s) \quad \text { on }[0,1] \times[0,1],  \tag{5,10}\\
\tilde{\boldsymbol{H}}(t)=\boldsymbol{H}_{0}(t)-\boldsymbol{H}_{0}(t) \boldsymbol{\Lambda}_{0}^{*} \boldsymbol{C}^{-1} \boldsymbol{\Lambda}_{0} \quad \text { on }[0,1] .
\end{gather*}
$$

Obviously, $\tilde{\mathbf{G}}(t, s)$ is an $L^{2}$-kernel and $\tilde{\mathbf{G}}(t, s), \tilde{\mathbf{H}}(t)$ is a standard generalized Green's couple of BVP $(2,1),(2,2)$. By 4.2 and I.4.36 we have

$$
\int_{0}^{1} \boldsymbol{X}_{0}^{*}(\tau)\left(\int_{0}^{1} \boldsymbol{G}(\tau, s) \boldsymbol{f}(s) \mathrm{d} s\right) \mathrm{d} \tau=\int_{0}^{1}\left(\int_{0}^{1} \mathbf{X}_{0}^{*}(\tau) \tilde{\mathbf{G}}(\tau, s) \mathrm{d} \tau\right) \boldsymbol{f}(s) \mathrm{d} s .
$$

Consequently, putting

$$
\begin{align*}
\boldsymbol{G}(t, s) & =\tilde{\boldsymbol{G}}(t, s)-\mathbf{X}_{0}(t) \boldsymbol{D}^{-1} \int_{0}^{1} \boldsymbol{X}_{0}^{*}(\tau) \tilde{\mathbf{G}}(\tau, s) \mathrm{d} \tau & \text { on }[0,1] \times[0,1],  \tag{5,11}\\
\boldsymbol{H}(t) & =\tilde{\mathbf{H}}(t)-\boldsymbol{X}_{0}(t) \boldsymbol{D}^{-1} \int_{0}^{1} \boldsymbol{X}_{0}^{*}(\tau) \tilde{\boldsymbol{H}}(\tau) \mathrm{d} \tau & \text { on }[0,1],
\end{align*}
$$

we obtain

$$
\mathbf{u}_{0}(t)=\int_{0}^{1} \boldsymbol{G}(t, s) \boldsymbol{f}(s) \mathrm{d} s+\boldsymbol{H}(t) \boldsymbol{r} \quad \text { on }[0,1] .
$$

5.9. Remark. Let us notice that $\mathbf{v} \in X$ is a least square solution to $\operatorname{BVP}(2,1),(2,2)$ if and only if

$$
\begin{equation*}
0=\left(\mathscr{A} \mathbf{x}, \mathscr{A} \mathbf{v}-\binom{\boldsymbol{f}}{\boldsymbol{r}}\right)_{Y} \quad \text { for any } \quad \mathbf{x} \in X \tag{5,12}
\end{equation*}
$$

Since by the definition $(5,2)$

$$
\begin{aligned}
& \left(\mathscr{A} \mathbf{x}, \mathscr{A} \mathbf{v}-\binom{\boldsymbol{f}}{\mathbf{r}}\right)_{\mathbf{Y}}=\left\langle\mathscr{L} \mathbf{x},\left(\mathscr{L} \mathbf{v}-\binom{\boldsymbol{f}}{\mathbf{r}}\right)^{*}\right\rangle_{L \times R} \\
= & \left\langle\mathbf{x}, \mathscr{L}^{*}(\mathscr{L} \mathbf{v})^{*}-\mathscr{L}^{*}\left(f^{*}, \mathbf{r}^{*}\right)\right\rangle_{L \times R} \quad \text { for any } \quad \mathbf{x} \in W_{n}^{2},
\end{aligned}
$$

the condition $(5,12)$ is equivalent to

$$
\mathscr{L}^{*}(\mathscr{L} \mathbf{v})^{*}=\mathscr{L}^{*}\left(\boldsymbol{f}^{*}, \mathbf{r}^{*}\right)
$$

or

$$
\begin{gather*}
\mathbf{v}^{\prime}(t)+\left[\boldsymbol{P}(t, 0)+\int_{0}^{1} \mathbf{P}^{*}(\sigma, t) \boldsymbol{P}(\sigma, 0) \mathrm{d} \sigma+\boldsymbol{K}^{*}(t) \boldsymbol{M}\right] \mathbf{v}(0)  \tag{5,13}\\
+\int_{0}^{1}\left[\boldsymbol{P}(t, s)+\mathbf{P}^{*}(s, t)+\int_{0}^{1} \mathbf{P}^{*}(\sigma, t) \boldsymbol{P}(\sigma, s) \mathrm{d} \sigma+\boldsymbol{K}^{*}(t) \boldsymbol{K}(s)\right] \mathbf{v}^{\prime}(s) \mathrm{d} s \\
=\boldsymbol{f}(t)+\int_{0}^{1} \mathbf{P}^{*}(s, t) \boldsymbol{f}(s) \mathrm{d} s+\boldsymbol{K}^{*}(t) \mathbf{r} \quad \text { a.e. on }[0,1] \\
\left.+\int_{0}^{1}\left[\mathbf{M}^{*} \boldsymbol{M}+\int_{0}^{1} \mathbf{P}^{*}(\sigma, 0) \boldsymbol{K}(s)+\mathbf{P}^{*}(s, 0)+\int_{0}^{1} \mathbf{P}^{*}(\sigma, 0) \mathrm{d} \sigma\right] \mathbf{v}(\sigma, s) \mathrm{d} \sigma\right] \mathbf{v}^{\prime}(s) \mathrm{d} s \\
=\mathbf{M}^{*} \boldsymbol{r}+\int_{0}^{1} \mathbf{P}^{*}(s, 0) \boldsymbol{f}(s) \mathrm{d} s .
\end{gather*}
$$

Let us notice that the system $(5,13)$ of equations for $\mathbf{u}=\boldsymbol{v}^{\prime} \in L_{n}^{2}$ and $\boldsymbol{c}=\boldsymbol{v}(0) \in R_{n}$ may be treated in the same way as the system (4,5), (4,6) (cf. also Lemma 3.1 in Tvrdý, Vejvoda [1]). If $\boldsymbol{P}(., s)$ and $\boldsymbol{K}$ are of bounded variation on $[0,1]$, then the system $(5,13)$ may be reduced to the form $(2,1),(2,2)$.
5.10. Remark. Let $r \in R_{m}$ be fixed and let us define

$$
D_{r}=\left\{\mathbf{x} \in W_{n}^{2} ; \quad \mathbf{S} \mathbf{x}=\mathbf{r}\right\} \quad \text { and } \quad \mathscr{L}_{\mathbf{r}}: \mathbf{x} \in D_{r} \rightarrow \mathbf{D x}-\mathbf{P} \mathbf{x} \in L_{n}^{2}
$$

Then $R\left(\mathscr{L}_{r}\right)$ is closed in $L_{n}^{2}$ (cf. 2.16). Hence if $D_{r} \neq \emptyset$, then by the Classical Projection Theorem (Luenberger [1], p. 64) $R\left(\mathscr{L}_{r}\right)$ contains a unique element $y$ of minimum $L^{2}$-norm and $\boldsymbol{y} \in R\left(\mathscr{L}_{0}\right)^{\perp}$. It follows from 2.17 that $\|\boldsymbol{y}\|_{L^{2}} \leq\|\boldsymbol{f}\|_{L^{2}}$ for all $\boldsymbol{f} \in R\left(\mathscr{L}_{r}\right)$
if and only if there exists $\lambda^{*} \in R_{m}^{*}$ such that $\left(\boldsymbol{y}^{*}, \lambda^{*}\right) \in N\left(\mathscr{L}^{*}\right)$. Thus $\boldsymbol{u} \in D_{r}$ fulfils $\left\|\mathbf{D u}_{\mathbf{u}}-\mathbf{P u}\right\|_{L^{2}} \leq\|\mathbf{D} \mathbf{x}-\mathbf{P} \mathbf{x}\|_{L^{2}}$ for all $\mathbf{x} \in D_{\mathrm{r}}$ if and only if there exists $\lambda^{*} \in R_{m}^{*}$ such that

$$
\mathscr{L}^{*}\left((\mathbf{D u}-\mathbf{P u})^{*}, \lambda^{*}\right)=\mathbf{0} .
$$

## 6. Volterra-Stieltjes integro-differential operator

Let $\mathbf{P}:[0,1] \times[0,1] \rightarrow L\left(R_{n}\right)$ be an $L^{p}[B V]$-kernel and let for a.e. $t \in[0,1]$, $\boldsymbol{P}(t, s)=\boldsymbol{P}(t, t)$ if $0 \leq t \leq s \leq 1$. Then

$$
\mathbf{P}: \mathbf{x} \in W_{n}^{p} \rightarrow \int_{0}^{1} \mathrm{~d}_{s}[\mathbf{P}(t, s)] \mathbf{x}(s)=\int_{0}^{t} \mathrm{~d}_{s}[\mathbf{P}(t, s)] \mathbf{x}(s) \in L_{n}^{p}
$$

and the Fredholm-Stieltjes integro-differential operator $\mathscr{L}=\mathbf{D}-\mathbf{P}$ defined in 1.5 reduces to a Volterra-Stieltjes integro-differential operator

$$
\begin{equation*}
\mathscr{L}=\mathbf{D}-\mathbf{P}: \mathbf{x} \in W_{n}^{p} \rightarrow \mathbf{x}^{\prime}(t)-\int_{0}^{t} \mathrm{~d}_{s}[\mathbf{P}(t, s)] \mathbf{x}(s) \in L_{n}^{p} . \tag{6,1}
\end{equation*}
$$

If $\mathbf{P}(t, s)=\boldsymbol{P}(t, t)=\mathbf{0}$ for $0 \leq t \leq s \leq 1$, then by I.4.38

$$
\begin{aligned}
& \int_{0}^{t}\left(\int_{0}^{\tau} \mathrm{d}_{s}[\mathbf{P}(\tau, s)] \mathbf{x}(s)\right) \mathrm{d} \tau=\int_{0}^{t}\left(\int_{0}^{t} \mathrm{~d}_{s}[\mathbf{P}(\tau, s)] \mathbf{x}(s)\right) \mathrm{d} \tau \\
& =\int_{0}^{t} \mathrm{~d}_{s}\left[\int_{0}^{t} \boldsymbol{P}(\tau, s) \mathrm{d} \tau\right] \mathbf{x}(s)=\int_{0}^{t} \mathrm{~d}_{s}\left[\int_{s}^{t} \boldsymbol{P}(\tau, s) \mathrm{d} \tau\right] \mathbf{x}(s) .
\end{aligned}
$$

Thus, if $\boldsymbol{f} \in L_{n}^{p}$, then by integrating the Volterra-Stieltjes integro-differential equation for $\mathbf{x} \in W_{n}^{p}$

$$
\begin{equation*}
\mathbf{x}^{\prime}(t)-\int_{0}^{t} \mathrm{~d}_{s}[\mathbf{P}(t, s)] \mathbf{x}(s)=\mathbf{f}(t) \quad \text { a.e. on }[0,1] \tag{6,2}
\end{equation*}
$$

we obtain
6.1. Proposition. If $\mathbf{P}(t, s)=\mathbf{0}$ for $0 \leq t \leq s \leq 1$, then a function $\mathbf{x} \in B V_{n}$ is a solution to $(6,2)$ if and only if

$$
\begin{equation*}
\mathbf{x}(t)-\int_{0}^{t} \mathrm{~d}_{s}[\mathbf{Q}(t, s)] \mathbf{x}(s)=\mathbf{x}(0)+\int_{0}^{t} f(\tau) \mathrm{d} \tau \quad \text { on }[0,1] \tag{6,3}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{Q}(t, s)=\int_{s}^{t} \mathbf{P}(\tau, s) \mathrm{d} \tau \quad \text { if } 0 \leq s \leq t \leq 1, \quad \mathbf{Q}(t, s)=\mathbf{0} \quad \text { if } 0 \leq t \leq s \leq 1 \tag{6,4}
\end{equation*}
$$

(Obviously, if $\mathbf{x} \in B V_{n}$ fulfils $(6,3)$, then $\mathbf{x} \in W_{n}^{p}$.)
6.2. Remark. Let us notice that if $\boldsymbol{P}_{0}(t, s)=\boldsymbol{P}(t, s)-\boldsymbol{P}(t, t)$ on $[0,1] \times[0,1]$, then $\boldsymbol{P}_{0}(t, s)=\mathbf{0}$ for $0 \leq t \leq s \leq 1$ and

$$
\int_{0}^{t} \mathrm{~d}_{s}\left[\boldsymbol{P}_{0}(t, s)\right] \mathbf{x}(s)=\int_{0}^{t} \mathrm{~d}_{s}[\mathbf{P}(t, s)] \mathbf{x}(s) \quad \text { for any } \quad t \in[0,1] \quad \text { and } \quad \mathbf{x} \in C_{n} .
$$

This means that the assumption $\boldsymbol{P}(t, t)=\mathbf{0}$ for every $t \in[0,1]$ does not cause any loss of generality.
6.3. Proposition. $\mathrm{v}_{[0,1] \times[0,1]}(\mathbf{Q})<\infty, \mathbf{Q}(0, s)=\mathbf{0}$ on $[0,1]$ and $\mathbf{Q}(t, t-)=\mathbf{Q}(t, t)=\mathbf{0}$ for any $t \in(0,1]$.

Proof. Let a net-type subdivision $\left\{0=t_{0}<t_{1}<\ldots<t_{k}=1 ; 0=s_{0}<s_{1}<\ldots<s_{k}=1\right\}$ be given. Then

$$
m_{i, j}(\mathbf{Q})=\left|\int_{t_{i-1}}^{t_{i}}\left(\mathbf{P}\left(\tau, s_{j}\right)-\mathbf{P}\left(\tau, s_{j-1}\right)\right) \mathrm{d} \tau\right| \leq \int_{t_{i-1}}^{t_{i}}\left|\mathbf{P}\left(\tau, s_{j}\right)-\mathbf{P}\left(\tau, s_{j-1}\right)\right| \mathrm{d} \tau
$$

Hence

$$
\sum_{i=1}^{k} \sum_{j=1}^{k} m_{i, j}(\mathbf{Q}) \leq \int_{0}^{1} \sum_{j=1}^{k}\left|\boldsymbol{P}\left(\tau, s_{j}\right)-\boldsymbol{P}\left(\tau, s_{j-1}\right)\right| \mathrm{d} \tau \leq \int_{0}^{1} \varrho(\tau) \mathrm{d} \tau
$$

and consequently $\mathrm{v}_{[0,1] \times[0,1]}(\mathbf{Q})<\infty$. The other assertions of the lemma follow immediately from $(6,4)$.

Making use of the results obtained for Volterra-Stieltjes integral equations in the Section II. 3 we can deduce the variation-of-constants formula for VolterraStieltjes integro-differential equations.
6.4. Theorem. Let P: $[0,1] \times[0,1] \rightarrow L\left(R_{n}\right)$ be an $L^{p}[B V]$-kernel such that for a.e. $t \in[0,1] \quad \mathbf{P}(t, s)=0$ if $0 \leq t \leq s \leq 1$. Then for any $\mathbf{c} \in R_{n}$ and $\mathbf{f} \in L_{n}^{p}$ there exists a unique solution $\mathbf{x}$ of the equation $(6,2)$ in $W_{n}^{p}$ such that $\mathbf{x}(0)=\mathbf{c}$.

Furthermore, there exists a uniquely determined function $\mathbf{U}:[0,1] \times[0,1] \rightarrow L\left(R_{n}\right)$ such that for any $\boldsymbol{f} \in L_{n}^{1}$ and $\mathbf{c} \in R_{n}$ this solution is given by

$$
\begin{equation*}
x(t)=\mathbf{U}(t, 0) \mathbf{c}+\int_{0}^{t} \mathbf{U}(t, s) f(s) \mathrm{d} s, \quad t \in[0,1] \tag{6,5}
\end{equation*}
$$

The function $\mathbf{U}$ satisfies the equation
$(6,6) \frac{\partial}{\partial t} \boldsymbol{U}(t, s)=\int_{s}^{t} \mathrm{~d}_{r}[\mathbf{P}(t, r)] \boldsymbol{U}(r, s) \quad$ for any $\quad s \in[0,1]$ and a.e. $t \in[s, 1]$.
Moreover, $\mathrm{v}_{[0,1] \times[0.1]}(\mathbf{U})+\operatorname{var}_{0}^{1} \mathbf{U}(0,)<.\infty, \boldsymbol{U}(., s)$ is absolutely continuous on $[0,1]$ for any $s \in[0,1]$ and $\boldsymbol{U}(t, s)=\mathbf{I}$ if $0 \leq t \leq s \leq 1$.

Proof. Let $\Gamma:[0,1] \times[0,1] \rightarrow L\left(R_{n}\right)$ correspond to $\mathbf{Q}$ by II.3.10. In particular, the function $\mathrm{x}:[0,1] \rightarrow R_{n}$ given by

$$
\mathbf{x}(t)=\boldsymbol{c}+\int_{0}^{t} \boldsymbol{f}(\tau) \mathrm{d} \tau+\int_{0}^{t} \mathrm{~d}_{s}[\boldsymbol{\Gamma}(t, s)]\left(\boldsymbol{c}+\int_{0}^{s} \boldsymbol{f}(\tau) \mathrm{d} \tau\right)
$$

is for any $\mathbf{c} \in R_{n}$ and $\boldsymbol{f} \in L_{n}^{p}$ a unique solution to $(6,3)$ such that $\mathbf{x}(0)=\mathbf{c}$. Integration by parts yields

$$
\begin{equation*}
\mathbf{x}(t)=[\mathbf{I}+\boldsymbol{\Gamma}(t, t)] \mathbf{c}+\int_{0}^{t}[\mathbf{I}+\boldsymbol{\Gamma}(t, t)-\boldsymbol{\Gamma}(t, s)] \mathbf{f}(s) \mathrm{d} s \quad \text { on }[0,1] . \tag{6,7}
\end{equation*}
$$

Denoting

$$
\mathbf{U}(t, s)= \begin{cases}\mathbf{I}+\Gamma(t, t)-\Gamma(t, s) & \text { if } 0 \leq s \leq t \leq 1  \tag{6,8}\\ \mathbf{I} & \text { if } 0 \leq t \leq s \leq 1\end{cases}
$$

the expression $(6,7)$ reduces to $(6,5)$. (Recall that $\Gamma(t, 0)=0$ for every $t \in[0,1]$.) In our case the function $\Gamma$ satisfies for $0 \leq s \leq t \leq 1$ the relation (cf. (II.3.29))

$$
\begin{equation*}
\boldsymbol{\Gamma}(t, s)=\int_{s}^{t} \mathbf{P}(\tau, s) \mathrm{d} \tau-\int_{0}^{t} \boldsymbol{P}(\tau, 0) \mathrm{d} \tau+\int_{0}^{t} \mathrm{~d}_{r}\left[\int_{\boldsymbol{r}}^{t} \mathbf{P}(\tau, r) \mathrm{d} \tau\right] \boldsymbol{\Gamma}(r, s) . \tag{6,9}
\end{equation*}
$$

Taking into account that $\boldsymbol{P}(\tau, r)=\mathbf{0}$ if $0 \leq \tau \leq r \leq 1$ and $\boldsymbol{\Gamma}(r, s)=\boldsymbol{\Gamma}(r, r)$ if $0 \leq r \leq s \leq 1$ and employing I.4.38 we obtain for $0 \leq s \leq t \leq 1$

$$
\begin{aligned}
& \int_{0}^{t} \mathrm{~d}_{r}\left[\int_{r}^{t} \boldsymbol{P}(\tau, r) \mathrm{d} \tau\right] \boldsymbol{\Gamma}(r, s)=\int_{0}^{t} \mathrm{~d}_{r}\left[\int_{0}^{t} \boldsymbol{P}(\tau, r) \mathrm{d} \tau\right] \boldsymbol{\Gamma}(r, s) \\
= & \int_{0}^{t}\left(\int_{0}^{t} \mathrm{~d}_{r}[\boldsymbol{P}(\tau, r)] \boldsymbol{\Gamma}(r, s)\right) \mathrm{d} \tau=\int_{0}^{t}\left(\int_{0}^{\tau} \mathrm{d}_{r}[\mathbf{P}(\tau, r)] \boldsymbol{\Gamma}(r, s)\right) \mathrm{d} \tau \\
= & \int_{s}^{t}\left(\int_{s}^{t} \mathrm{~d}_{r}[\mathbf{P}(\tau, r)] \boldsymbol{\Gamma}(r, s)\right) \mathrm{d} \tau+\int_{0}^{t}\left(\int_{0}^{s} \mathrm{~d}_{r}[\mathbf{P}(\tau, r)] \boldsymbol{\Gamma}(r, r)\right) \mathrm{d} \tau .
\end{aligned}
$$

It is easy to verify (cf. also $(6,8)$ and $(6,9))$ that

$$
\begin{gathered}
\mathbf{U}(t, s)=\mathbf{I}-\int_{s}^{t} \mathbf{P}(\tau, s) \mathrm{d} \tau-\int_{s}^{t}\left(\int_{s}^{\tau} \mathrm{d}_{r}[\mathbf{P}(\tau, r)](\boldsymbol{\Gamma}(r, s)-\boldsymbol{\Gamma}(r, r))\right) \mathrm{d} \tau \\
\text { for } 0 \leq s \leq t \leq 1 .
\end{gathered}
$$

On the other hand, it follows from $(6,8)$ that

$$
\begin{gathered}
\int_{s}^{\tau} \mathrm{d}_{r}[\mathbf{P}(\tau, r)] \mathbf{U}(r, s)=-\mathbf{P}(\tau, s)-\int_{s}^{\tau} \mathrm{d}_{r}[\boldsymbol{P}(\tau, r)](\boldsymbol{\Gamma}(r, r)-\boldsymbol{\Gamma}(r, s)) \\
\text { for } 0 \leq s \leq \tau \leq 1
\end{gathered}
$$

Thus $(\mathbf{U}(s, s)=\boldsymbol{I})$

$$
\boldsymbol{U}(t, s)=\mathbf{U}(s, s)+\int_{s}^{t}\left(\int_{s}^{\tau} \mathrm{d}_{r}[\mathbf{P}(\tau, r)] \mathbf{U}(r, s)\right) \mathrm{d} \tau \quad \text { if } \quad 0 \leq s \leq t \leq 1
$$

which yields $(6,6)$ immediately.

As $\mathrm{v}_{[0,1] \times[0,1]}(\boldsymbol{\Gamma})<\infty$ (cf. II.3.10), also $\mathrm{v}_{[0,1] \times[0,1]}(\boldsymbol{U})<\infty$. The other assertions of the theorem are evident.
6.5. Remark. Denoting for $\boldsymbol{c} \in R_{n}, \boldsymbol{f} \in L_{n}^{p}$ and $t \in[0,1]$

$$
\begin{equation*}
(\boldsymbol{\Phi} \mathbf{c})(t)=\mathbf{U}(t, 0) \mathbf{c} \quad \text { and } \quad(\boldsymbol{\Psi} \boldsymbol{f})(t)=\int_{0}^{t} \boldsymbol{U}(t, s) \boldsymbol{f}(s) \mathrm{d} s \tag{6,10}
\end{equation*}
$$

the variation of constants formula $(6,5)$ for solutions of $(6,2)$ becomes

$$
\begin{equation*}
\mathbf{x}(t)=(\boldsymbol{\Phi} \mathbf{c})(t)+(\boldsymbol{\Psi} \boldsymbol{f})(t) \quad \text { on }[0,1] \quad(\mathbf{x}=\boldsymbol{\Phi} \mathbf{c}+\boldsymbol{\Psi} \boldsymbol{f}) \tag{6,11}
\end{equation*}
$$

By 6.4 the functions $\boldsymbol{\Phi c}$ and $\Psi_{f}$ belong to $W_{n}^{p}$ for every $\boldsymbol{c} \in R_{n}$ and $\boldsymbol{f} \in L_{n}^{p}$. Moreover, the linear operators $\boldsymbol{\Phi}: \mathbf{c} \in R_{n} \rightarrow \boldsymbol{\Phi} \mathbf{c} \in W_{n}^{p}$ and $\boldsymbol{\Psi}: \mathbf{f} \in L_{n}^{p} \rightarrow \boldsymbol{\Psi} \boldsymbol{f} \in W_{n}^{p}$ are bounded. Indeed, if $\boldsymbol{f} \in L_{n}^{p}$ and $\boldsymbol{\psi}=\boldsymbol{\Psi}_{\boldsymbol{f}}$, then in virtue of I.4.27, I.6.6 and 6.4 we have for a.e. $t \in[0,1]$

$$
\begin{gathered}
\left|\boldsymbol{\psi}^{\prime}(t)\right|=\left|\int_{0}^{t} \mathrm{~d}_{s}[\boldsymbol{P}(t, s)] \boldsymbol{\psi}(s)+\boldsymbol{f}(t)\right| \leq\left|\int_{0}^{1} \mathrm{~d}_{\tau}[\boldsymbol{P}(t, \tau)]\left(\int_{0}^{\tau} \boldsymbol{U}(\tau, s) \boldsymbol{f}(s) \mathrm{d} s\right)\right|+|\boldsymbol{f}(t)| \\
\leq \varrho(t) \sup _{t, s \in[0,1]}|\boldsymbol{U}(t, s)|\|\boldsymbol{f}\|_{L^{1}}+|\boldsymbol{f}(t)| .
\end{gathered}
$$

Consequently

$$
\|\boldsymbol{\Psi} \boldsymbol{f}\|_{W^{p}}=\left\|\boldsymbol{\psi}^{\prime}\right\|_{L^{p}} \leq\left(1+\|\varrho\|_{L^{p}}\left(\sup _{t, s \in[0,1]} \mid \boldsymbol{U}(t, s) \|\right)\|\boldsymbol{f}\|_{L^{p}}\right.
$$

i.e. $\Psi \in B\left(L_{n}^{p}, W_{n}^{p}\right)$. Analogously we could obtain $\boldsymbol{\Phi} \in B\left(R_{n}, W_{n}^{p}\right)$.
6.6. Corollary. Let $\mathscr{U}$ be a linear normed space and let $\boldsymbol{\Theta} \in B\left(\mathscr{U}\right.$, $\left.L_{n}^{p}\right)$. If $\mathbf{P}:[0,1] \times[0,1]$ $\rightarrow L\left(R_{n}\right)$ is an $L^{p}[B V]$-kernel such that for a.e. $t \in[0,1], \mathbf{P}(t, s)=0$ if $s \in[t, 1]$, then for any $\mathbf{u} \in \mathscr{U}, \boldsymbol{f} \in L_{n}^{p}$ and $\mathbf{c} \in R_{n}$ there exists a unique solution $\mathbf{x} \in W_{n}^{p}$ of

$$
\mathbf{D x}-\mathbf{P} \mathbf{x}=\boldsymbol{Q} \mathbf{u}+\boldsymbol{f}, \quad \mathbf{x}(0)=\mathbf{c}
$$

This solution is given by $\mathbf{x}=\boldsymbol{\Phi} \mathbf{c}+\boldsymbol{\Psi} \Theta \mathbf{u}+\boldsymbol{\Psi} \mathbf{f}$.
6.7. Remark. Let $r>0$ and let $\boldsymbol{P}:[0,1] \times[-r, 1] \rightarrow L\left(R_{n}\right)$ be an $L^{p}[B V]$-kernel on $[0,1] \times[-r, 1]$ such that $\boldsymbol{P}(t, s)=\mathbf{0}$ if $t \leq s$ and $\boldsymbol{P}(t, s)=\boldsymbol{P}(t, t-r)$ if $s \leq t-r$. Let $\boldsymbol{u} \in B V_{n}[-r, 0]$ and $\boldsymbol{f} \in L_{n}^{p}$ be given and let us look for a function $\mathbf{x} \in B V_{n}[-r, 1]$ absolutely continuous on $[0,1]$ and such that $\boldsymbol{x}^{\prime}$ is $L^{p}$-integrable on $[0,1]$ and

$$
\begin{gather*}
\mathbf{x}^{\prime}(t)-\int_{t-r}^{t} \mathrm{~d}_{s}[\mathbf{P}(t, s)] \mathbf{x}(s)=\boldsymbol{f}(t) \quad \text { a.e. on }[0,1]  \tag{6,12}\\
\mathbf{x}(t)=\boldsymbol{u}(t) \quad \text { on }[-r, 0] .
\end{gather*}
$$

If we put

$$
\boldsymbol{\Theta}: \mathbf{u} \in^{\prime} B V_{n}[-r, 0] \rightarrow \int_{-r}^{0} \mathrm{~d}_{s}[\mathbf{P}(t, s)] \mathbf{u}(s) \in L_{n}^{p}
$$

then $\boldsymbol{\Theta}$ is a linear compact operator (cf. 1.4). For any $\mathbf{x} \in B V_{n}[-r, 1]$ and $t \in[0,1]$ we have

$$
\int_{t-r}^{t} \mathrm{~d}_{s}[\mathbf{P}(t, s)] \mathbf{x}(s)=\int_{-r}^{0} \mathrm{~d}_{s}[\mathbf{P}(t, s)] \mathbf{x}(s)+\int_{0}^{t} \mathrm{~d}_{s}[\mathbf{P}(t, s)] \mathbf{x}(s)
$$

Thus our problem may be formulated in the form of the operator equation $\mathbf{D x}-\mathbf{P x}=\boldsymbol{\Theta} \mathbf{u}+\boldsymbol{f}$ and according to 6.6 (with $\mathscr{U}=B V_{n}[-r, 0]$ ) the equation $(6,12)$ has for any $\boldsymbol{u} \in B V_{n}[-r, 0]$ and $\mathbf{x} \in L_{n}^{p}$ a unique solution $\mathbf{x} \in W_{n}^{p}$ such that $\mathbf{x}(t)=\boldsymbol{u}(t)$ on $[-r, 0]$. This solution is of the form $\mathbf{x}=\boldsymbol{\Phi}_{0} \boldsymbol{u}+\boldsymbol{\Psi} \boldsymbol{f}$, where $\boldsymbol{\Phi}_{0}: \mathbf{u} \in B V_{n}[-r, 0] \rightarrow \boldsymbol{\Phi} \mathbf{u}(0)+\boldsymbol{\Psi} \Theta \mathbf{u} \in W_{n}^{p}$ is a linear compact operator. (Let us notice that in virtue of I.4.38

$$
\left(\boldsymbol{\Phi}_{0} \mathbf{u}\right)(t)=\boldsymbol{U}(t, 0) \mathbf{u}(0)+\int_{-\boldsymbol{r}}^{0} \mathrm{~d}_{\boldsymbol{s}}\left[\int_{0}^{t} \boldsymbol{U}(t, \tau) \boldsymbol{P}(\tau, s) \mathrm{d} \tau\right] \boldsymbol{u}(s) \quad \text { on }[0,1]
$$

for any $\boldsymbol{u} \in B V_{n}[-r, 0]$.) Thus, the variation-of-constants formula for functionaldifferential equations of the retarded type (cf. Banks [1] or Hale [1]) is a consequence of Theorem 6.2.

Analogously we may show that if $0<r_{i} \leq r(i=1,2, \ldots, k), \boldsymbol{A}_{i}:[0,1] \rightarrow L\left(R_{n}\right)$ $i=1,2, \ldots, k)$ are measurable and essentially bounded on $[0,1]$ and $\boldsymbol{A}_{0}:[0,1]$ $\times[-r, 0] \rightarrow L\left(R_{n}\right)$ is measurable and essentially bounded on $[0,1] \times[-r, 0]$, then the system

$$
\begin{align*}
\mathbf{x}^{\prime}(t) & -\sum_{i=1}^{k} \boldsymbol{A}_{i}(t)\left\{\begin{array}{lll}
\mathbf{0} & \text { if } & t-r_{i}>0 \\
\boldsymbol{u}\left(t-r_{i}\right) & \text { if } & t-r_{i}<0
\end{array}\right\}  \tag{6,13}\\
& -\int_{-\boldsymbol{r}}^{0} \boldsymbol{A}_{0}(t, s)\left\{\begin{array}{lll}
\boldsymbol{0} & \text { if } t+s>0 \\
\boldsymbol{u}(t+s) & \text { if } t+s<0
\end{array}\right\} \mathrm{d} s \\
& -\int_{0}^{t} \mathrm{~d}_{s}[\mathbf{P}(t, s)] \mathbf{x}(s)=\boldsymbol{f}(t) \quad \text { a.e. on }[0,1]
\end{align*}
$$

has for any $\boldsymbol{f} \in L_{n}^{p}[0,1], \mathbf{u} \in L_{n}^{p}[-r, 0]$ and $\boldsymbol{c} \in R_{n}$ a unique solution $\mathbf{x} \in L_{n}^{p}[-r, 1]$ such that $\mathbf{x}(t)=\mathbf{u}(t)$ a.e. on $[-r, 0], \mathbf{u}(0)=\boldsymbol{c}$ and $\left.\mathbf{x}\right|_{[0,1]} \in W_{n}^{p}$. This solution is of the form $\mathbf{x}=\boldsymbol{\Phi} \mathbf{c}+\boldsymbol{\Psi} \boldsymbol{\Theta} \mathbf{u}+\boldsymbol{\Psi} \mathbf{f}$, where

$$
\begin{gathered}
\boldsymbol{\Theta}: \mathbf{u} \in L_{n}^{p}[-r, 0] \rightarrow\left\{\begin{array}{ll}
\sum_{i=1}^{k} \boldsymbol{A}_{i}(t) \mathbf{u}\left(t-r_{i}\right) & \text { if } t-r_{i}<0 \\
\mathbf{0} & \text { if } t-r_{i}>0
\end{array}\right\} \\
\quad+\int_{-\boldsymbol{r}}^{0} \boldsymbol{A}_{0}(t, s)\left\{\begin{array}{lll}
\mathbf{u}(t+s) & \text { if } t+s<0 \\
\mathbf{0} & \text { if } t+s>0
\end{array}\right\} \mathrm{d} s \in L_{n}^{p} .
\end{gathered}
$$

(Functional-differential equations of the type $(6,13)$ were studied in detail in Delfour-Mitter [1] and [2].)
6.8. Theorem. Let $\Lambda$ be a Banach space, $\mathbf{S} \in B\left(W_{n}^{p}, \Lambda\right)$ and let $\mathbf{P}:[0,1] \times[0,1]$ $\rightarrow L\left(R_{n}\right)$ be an $L^{p}[B V]$-kernel such that for a.e. $t \in[0,1], \boldsymbol{P}(t, s)=\mathbf{0}$ if $s \in[t, 1]$. Then the linear bounded operator

$$
\mathscr{L}: \mathbf{x} \in W_{n}^{p} \rightarrow\left[\begin{array}{c}
\mathbf{D x}-\mathbf{P x} \\
\mathbf{S x}
\end{array}\right] \in L_{n}^{p} \times \Lambda
$$

has a closed range.
Proof. By 6.5, $\binom{\boldsymbol{f}}{\boldsymbol{r}} \in L_{n}^{p} \times \Lambda$ belongs to $R(\mathscr{L})$ if and only if $\boldsymbol{r}-\boldsymbol{S} \Psi \boldsymbol{f} \in R(\mathbf{S} \boldsymbol{\Phi})$. As $\mathbf{W}:\binom{\boldsymbol{f}}{\boldsymbol{r}} \in L_{n}^{p} \times \Lambda \rightarrow \boldsymbol{r}-\boldsymbol{S} \Psi \boldsymbol{f} \in \Lambda$ is bounded and $R(\boldsymbol{S} \boldsymbol{\Phi})$ is a finite dimensional linear subspace in $\Lambda\left(\Phi \in B\left(R_{n}, W_{n}^{p}\right)\right)$, it follows that $R(\mathscr{L})$ is closed.

## 7. Fredholm-Stieltjes integral equations with linear constraints

This section is devoted to the system of equations for $\mathbf{x} \in B V_{n}$

$$
\begin{gather*}
\mathbf{x}(t)-\mathbf{x}(0)-\int_{0}^{1} \mathrm{~d}_{s}[\boldsymbol{P}(t, s)-\boldsymbol{P}(0, s)] \mathbf{x}(s)=\boldsymbol{f}(t)-\boldsymbol{f}(0) \quad \text { on }[0,1]  \tag{7,1}\\
\int_{0}^{1} \mathrm{~d}[\boldsymbol{K}(s)] \mathbf{x}(s)=\mathbf{r} \tag{7,2}
\end{gather*}
$$

The following hypotheses are pertinent.
7.1. Assumptions. P: $[0,1] \times[0,1] \rightarrow L\left(R_{n}\right)$ and there are $t_{0}, s_{0} \in[0,1]$ such that

$$
\begin{equation*}
\mathrm{v}_{[0,1] \times[0,1]}(\boldsymbol{P})+\operatorname{var}_{0}^{1} \mathbf{P}\left(t_{0}, .\right)+\operatorname{var}_{0}^{1} \mathbf{P}\left(., s_{0}\right)<\infty, \tag{7,3}
\end{equation*}
$$

$\boldsymbol{K}:[0,1] \rightarrow L\left(R_{n}, R_{m}\right)$ is of bounded variation on $[0,1], \boldsymbol{f} \in B V_{n}$ and $\boldsymbol{r} \in R_{m}$.
7.2. Definition. Any function $\mathbf{P}:[0,1] \times[0,1] \rightarrow L\left(R_{n}\right)$ fulfilling $(7,3)$ is called an SBV-kernel.
7.3. Remark. If $\mathbf{P}:[0,1] \times[0,1] \rightarrow L\left(R_{n}\right)$ is an $S B V$-kernel and

$$
\mathbf{Q}(t, s)= \begin{cases}\boldsymbol{P}(t, s)-\mathbf{P}(0, s) & \text { for } t \in[0,1] \quad \text { and } s \in(0,1]  \tag{7,4}\\ \mathbf{P}(t, 0)-\mathbf{P}(0,0)-\boldsymbol{I} & \text { for } t \in[0,1] \text { and } s=0\end{cases}
$$

then obviously $\mathbf{Q}(t, s)$ is an $S B V$-kernel and
$(7,5) \quad \mathbf{x}(0)+\int_{0}^{1} \mathrm{~d}_{s}[\boldsymbol{P}(t, s)-\boldsymbol{P}(0, s)] \mathbf{x}(s)=\int_{0}^{1} \mathrm{~d}_{s}[\mathbf{Q}(t, s)] \mathbf{x}(s) \quad$ for any $\quad \mathbf{x} \in B V_{n}$
(cf. I.4.23). It means that the equation $(7,1)$ is a special case of Fredholm-Stieltjes integral equations studied in Chapter II. Let us denote by $\mathbf{Q}$ the linear operator

$$
\begin{equation*}
\mathbf{Q}: \mathbf{x} \in B V_{n} \rightarrow \mathbf{x}(0)+\int_{0}^{1} \mathrm{~d}_{s}[\boldsymbol{P}(t, s)-\mathbf{P}(0, s)] \mathbf{x}(s) \tag{7,6}
\end{equation*}
$$

By $(7,5)$ and II.1.5 $R(\mathbf{Q}) \subset B V_{n}$ and $\mathbf{Q} \in L\left(B V_{n}\right)$ is compact.
The following assertion follows analogously as 1.8 from I.3.20 and 1.9.
7.4. Proposition. If $\mathbf{P}:[0,1] \times[0,1] \rightarrow L\left(R_{n}\right)$ is an $S B V$-kernel and the operator $\mathbf{Q}$ is given by $(7,6)$, then $n \leq \operatorname{dim} N(\boldsymbol{I}-\mathbf{Q})<\infty$, while $\operatorname{dim} N(\boldsymbol{I}-\mathbf{Q})=n$ if and only if the equation $(7,1)$ has a solution $\mathbf{x} \in B V_{n}$ for any $\boldsymbol{f} \in B V_{n}$.

Let us mention that the following additional hypotheses do not mean any loss of generality (cf. II.1.4).
7.5. Assumptions. $\mathbf{P}(t,$.$) is right-continuous on (0,1)$ and $\mathbf{P}(t, 1)=\mathbf{0}$ for any $t \in[0,1]$ and $\mathbf{P}(0, s)=\mathbf{0}$ for any $s \in[0,1] ; \boldsymbol{K}$ is right-continuous on $(0,1)$ and $\boldsymbol{K}(1)=\mathbf{0}$.

Analogously as in the case of BVP $(2,1),(2,2)$ for Fredholm-Stieltjes integrodifferential operators we rewrite the system $(7,1),(7,2)$ of equations for $\boldsymbol{x} \in B V_{n}$ as the system of operator equations for $\xi=\binom{\mathbf{x}}{\mathbf{d}} \in B V_{n} \times R_{m}$

$$
\begin{equation*}
(I-T) \xi=\binom{\mathbf{x}}{\mathbf{d}}-\binom{\mathbf{Q} \mathbf{x}}{\mathbf{d}-\boldsymbol{S} \mathbf{x}}=\binom{\boldsymbol{\Psi} \boldsymbol{f}}{\mathbf{r}} \tag{7,7}
\end{equation*}
$$

where $\mathbf{Q} \in K\left(B V_{n}\right)$ is defined by $(7,6)$,

$$
\begin{gather*}
\mathbf{S}: \mathbf{x} \in B V_{n} \rightarrow \int_{0}^{1} \mathrm{~d}[\boldsymbol{K}(s)] \mathbf{x}(s) \in R_{m}  \tag{7,8}\\
\mathbf{T}:\binom{\mathbf{x}}{\mathbf{d}} \in B V_{n} \times R_{m} \rightarrow\binom{\mathbf{Q x}}{\mathbf{d}-\mathbf{S x}} \in B V_{n} \times R_{m} \tag{7,9}
\end{gather*}
$$

and $\boldsymbol{\Psi}$ is now given by

$$
\begin{equation*}
\Psi: \boldsymbol{f} \in B V_{n} \rightarrow \boldsymbol{f}(t)-\boldsymbol{f}(0) \in B V_{n} . \tag{7,10}
\end{equation*}
$$

7.6. Proposition. If $\mathbf{x} \in B V_{n}$ is a solution to $(7,1),(7,2)$, then $\boldsymbol{\xi}=\binom{\mathbf{x}}{\mathbf{d}}$ is a solution to $(7,7)$ for any $\boldsymbol{d} \in R_{m}$. If $\mathbf{x} \in B V_{n}$ and there exists $\boldsymbol{d} \in R_{m}$ such that $\boldsymbol{\xi}=\binom{\mathbf{x}}{\mathbf{d}}$ verifies $(7,7)$, then $\mathbf{x}$ is a solution of $(7,1),(7,2)$.
7.7. Proposition. Under the assumptions 7.1 the operator $\mathbf{T} \in L\left(B V_{n} \times R_{m}\right)$ defined by $(7,6),(7,8)$ and $(7,9)$ is compact.

Proof. As obviously $\mathbf{S} \in B\left(B V_{n}, R_{m}\right)=K\left(B V_{n}, R_{m}\right)$ (cf. I.3.21) and $\mathbf{Q} \in K\left(B V_{n}\right)$, it is easy to see that $\mathbf{T} \in K\left(B V_{n} \times R_{m}\right)$.

Our wish is now to establish the duality theory for problems of the form $(7,1)$, $(7,2)$. To this end it is necessary to choose a space $B V_{n}^{\prime}$ of functions $[0,1] \rightarrow R_{n}^{*}$ and an operator $T^{\prime} \in L\left(B V_{n}^{\prime} \times R_{m}^{*}\right)$ in such a way that $\left(B V_{n} \times R_{m}, B V_{n}^{\prime} \times R_{m}^{*}\right)$ is a dual pair with respect to some bilinear form [., .] (cf. I.3.1) and

$$
\begin{gather*}
{\left[\begin{array}{l}
\left.\boldsymbol{T}\binom{\mathbf{x}}{\mathbf{d}},\left(\mathbf{z}^{*}, \lambda^{*}\right)\right]=\left[\binom{\mathbf{x}}{\boldsymbol{d}}, \boldsymbol{T}^{\prime}\left(\mathbf{z}^{*}, \lambda^{*}\right)\right] \\
\text { for all } \quad\binom{\mathbf{x}}{\mathbf{d}} \in B V_{n} \times R_{m} \quad \text { and } \quad\left(\mathbf{z}^{*}, \lambda^{*}\right) \in B V_{n}^{\prime} \times R_{m}^{*}
\end{array} .\right.} \tag{7,11}
\end{gather*}
$$

According to I.5.9 the spaces $B V_{n}$ and $N B V_{n}$ form a dual pair with respect to the bilinear form

$$
\mathbf{x} \in B V_{n}, \boldsymbol{\varphi} \in N B V_{n} \rightarrow \int_{0}^{1} \mathrm{~d}\left[\varphi^{*}(t)\right] \mathbf{x}(t) \in R .
$$

For the purposes of this section a slightly different choice of the space $B V_{n}^{\prime}$ is more suitable.
7.8. Definition. $B V_{n}^{\prime}$ denotes the space of all functions $z^{*}:[0,1] \rightarrow R_{n}^{*}$ of bounded variation on $[0,1]$, right-continuous on $(0,1)$ and such that $\mathbf{z}^{*}(1)=\mathbf{0}$.
7.9. Proposition. The space $B V_{n}^{\prime}$ defined in 7.8 becomes a Banach space if it is endowed with the norm $\mathbf{z}^{*} \in B V_{n}^{\prime} \rightarrow\left\|\mathbf{z}^{*}\right\|_{B V^{\prime}}=\left|\mathbf{z}^{*}(0)\right|+\operatorname{var}_{0}^{1} \mathbf{z}^{*}$. Moreover, $\left(B V_{n} \times R_{m}, B V_{n}^{\prime} \times R_{m}^{*}\right)$ is a dual pair with respect to the bilinear form

$$
\begin{gather*}
\binom{\mathbf{x}}{\mathbf{d}} \in B V_{n} \times R_{m},\left(\mathbf{z}^{*}, \lambda^{*}\right) \in B V_{n}^{\prime} \times R_{m}^{*}  \tag{7,12}\\
\rightarrow\left[\binom{\mathbf{x}}{\mathbf{d}},\left(\mathbf{z}^{*}, \lambda^{*}\right)\right]=\int_{0}^{1} \mathrm{~d}\left[\mathbf{z}^{*}(t)\right] \mathbf{x}(t)+\lambda^{*} \mathbf{d} \in R .
\end{gather*}
$$

(For the proofs of analogous assertions for $N B V_{n}$ see I.5.2 and I.5.9.)
In the following the bilinear form [., .] is defined by $(7,12)$.
7.10. Proposition. If the hypotheses 7.1 are fulfilled, $\mathbf{Q}:[0,1] \times[0,1] \rightarrow L\left(R_{n}\right)$ is defined by $(7,4)$ and

$$
\begin{equation*}
\boldsymbol{T}^{\prime}:\left(\mathbf{z}^{*}, \lambda^{*}\right) \in B V_{n}^{\prime} \times R_{m}^{*} \rightarrow\left(\int_{0}^{1} \mathrm{~d}\left[\mathbf{z}^{*}(t)\right] \mathbf{Q}(t, s)-\lambda^{*} \boldsymbol{K}(s)\right) \tag{7,13}
\end{equation*}
$$

then $(7,11)$ holds. If 7.5 is also assumed, then $R\left(\boldsymbol{T}^{\prime}\right) \subset B V_{n}{ }^{\prime} \times R_{m}^{*}$ and $\boldsymbol{T}^{\prime} \in K\left(B V_{n}^{\prime} \times R_{m}\right)$.

Proof. Let us denote

$$
\mathbf{Q}^{\prime}: \mathbf{z} \in B V_{n} \rightarrow \int_{0}^{1} \mathbf{Q}(t, s) \mathrm{d}[\mathbf{z}(t)]
$$

As $\mathbf{Q}(t, s)$ is an $S B V$-kernel, $\mathbf{Q}^{\prime} \in K\left(B V_{n}\right)$ (cf. II.1.9). Moreover, by I.6.20

$$
\begin{gathered}
\int_{0}^{1} \mathrm{~d}\left[\mathbf{z}^{*}(t)\right]\left(\int_{0}^{1} \mathrm{~d}_{s}[\mathbf{Q}(t, s)] \mathbf{x}(s)\right)+\lambda^{*}\left(\mathbf{d}-\int_{0}^{1} \mathrm{~d}[\mathbf{K}(s)] \mathbf{x}(s)\right) \\
=\int_{0}^{1} \mathrm{~d}_{s}\left[\int_{0}^{1} \mathrm{~d}\left[\mathbf{z}^{*}(t)\right] \mathbf{Q}(t, s)-\lambda^{*} \boldsymbol{K}(s)\right] \boldsymbol{x}(s)+\lambda^{*} \mathbf{d}
\end{gathered}
$$

for any $\mathbf{x} \in B V_{n}, \boldsymbol{d} \in R_{m}, \mathbf{z}^{*} \in B V_{n}^{\prime}$ and $\lambda^{*} \in R_{m}^{*}$. If $\mathbf{P}(t,$.$) is right-continuous on (0,1)$, then according to I.6.16 and I.4.17 also $\mathbf{Q}^{\prime} \mathbf{z} \in B V_{n}$ is right-continuous on $(0,1)$ for any $\mathbf{z} \in B V_{n}$. Consequently, $R\left(\boldsymbol{T}^{\prime}\right) \subset B V_{n}^{\prime} \times R_{m}^{*}$ provided that 7.5 is satisfied. The compactness of $\mathbf{T}^{\prime} \in L\left(B V_{n}^{\prime} \times R_{m}^{*}\right)$ follows readily from the compactness of $\mathbf{Q}^{\prime}$.

The operators $\boldsymbol{T}$ and $\boldsymbol{T}^{\prime}$ being compact,

$$
\begin{equation*}
\operatorname{ind}(\boldsymbol{I}-\boldsymbol{T})=\operatorname{ind}(\boldsymbol{I}-\boldsymbol{T})=0 \tag{7,14}
\end{equation*}
$$

(cf. I.3.20) and we may apply Theorem I.3.2.
7.11. Theorem. If the hypotheses 7.1 and 7.5 are satisfied, then the system $(7,1),(7,2)$ has a solution $\mathbf{x} \in B V_{n}$ if and only if

$$
\begin{equation*}
\int_{0}^{1} \mathrm{~d}\left[\mathbf{z}^{*}(s)\right](\boldsymbol{f}(s)-\boldsymbol{f}(0))+\lambda^{*} \boldsymbol{r}=0 \tag{7,15}
\end{equation*}
$$

for any $\mathbf{z}^{*} \in B V_{n}^{\prime}$ and $\lambda^{*} \in R_{m}^{*}$ such that

$$
\begin{equation*}
\mathbf{z}^{*}(s)-\int_{0}^{1} \mathrm{~d}\left[\mathbf{z}^{*}(t)\right] \mathbf{P}(t, s)+\lambda^{*} \boldsymbol{K}(s)=\mathbf{0} \quad \text { on }[0,1], \quad \mathbf{z}^{*}(0)=\mathbf{0} . \tag{7,16}
\end{equation*}
$$

Proof. By I. 3.2 the system $(7,1),(7,2)$ has a solution if and only if $(7,15)$ holds for any $\mathbf{z}^{*} \in B V_{n}^{\prime}$ and $\lambda^{*} \in R_{m}^{*}$ fulfilling the equation

$$
\begin{equation*}
\mathbf{z}^{*}(s)-\int_{0}^{1} \mathrm{~d}\left[\mathbf{z}^{*}(t)\right] \mathbf{Q}(t, s)+\lambda^{*} \boldsymbol{K}(s)=\mathbf{0} \quad \text { on }[0,1] \tag{7,17}
\end{equation*}
$$

i.e. $\left(\mathbf{I}-\mathbf{T}^{\prime}\right)\left(\mathbf{z}^{*}, \lambda^{*}\right)=\mathbf{0}($ cf. $7.9,7.10$ and $(7,14))$. Given $\mathbf{z}^{*} \in B V_{n}^{\prime}$,

$$
\int_{0}^{1} \mathrm{~d}\left[\mathbf{z}^{*}(t)\right] \mathbf{Q}(t, s)=\int_{0}^{1} \mathrm{~d}\left[\mathbf{z}^{*}(t)\right] \mathbf{P}(t, s)- \begin{cases}\mathbf{z}^{*}(1)-\mathbf{z}^{*}(0) & \text { if } \quad s=0  \tag{7,18}\\ 0 & \text { if } \quad s>0\end{cases}
$$

(cf. $(7,4)$ and I.4.23). After the substitution $(7,18)$, the equation $(7,17)$ becomes

$$
\begin{align*}
\mathbf{z}^{*}(s) & -\int_{0}^{1} \mathrm{~d}\left[\mathbf{z}^{*}(t)\right] \boldsymbol{P}(t, s)+\lambda^{*} \boldsymbol{K}(0)=\mathbf{0} \quad \text { on }(0,1]  \tag{7,19}\\
& -\int_{0}^{1} \mathrm{~d}\left[\mathbf{z}^{*}(t)\right] \boldsymbol{P}(t, 0)+\lambda^{*} \boldsymbol{K}(s)=\mathbf{0}
\end{align*}
$$

According to $7.5 \mathbf{P}(0, s)=\mathbf{0}$ on $[0,1]$. Thus the value of each of the integrals

$$
\int_{0}^{1} \mathrm{~d}\left[\mathbf{z}^{*}(t)\right] \boldsymbol{P}(t, s) \quad(s \in[0,1]), \quad \int_{0}^{1} \mathrm{~d}\left[\mathbf{z}^{*}(t)\right](\boldsymbol{f}(t)-\boldsymbol{f}(0))
$$

does not depend on the value $\mathbf{z}^{*}(0)$ (cf. I.4.23). Consequently $\left(\mathbf{z}^{*}, \lambda^{*}\right) \in B V_{n}^{\prime} \times R_{m}^{*}$ is a solution to $(7,19)$ if and only if $\left(\mathbf{z}_{0}^{*}, \lambda^{*}\right)$ with $\mathbf{z}_{0}^{*}(s)=\mathbf{z}^{*}(s)$ on $(0,1]$ and $\mathbf{z}_{0}^{*}(0)=\mathbf{0}$ is also its solution. The proof is complete.

The following assertion is also a consequence of I.3.2.
7.12. Proposition. Let 7.1 and 7.5 be satisfied and let $\boldsymbol{h} \in B V_{n}^{\prime}$. Then there exist $\mathbf{z}^{*} \in B V_{n}^{\prime}$ and $\lambda^{*} \in R_{m}^{*}$ such that

$$
\begin{equation*}
\mathbf{z}^{*}(s)-\int_{0}^{1} \mathrm{~d}\left[\mathbf{z}^{*}(t)\right] \mathbf{Q}(t, s)+\lambda^{*} \boldsymbol{K}(s)=\boldsymbol{h}^{*}(s) \quad \text { on }[0,1] \tag{7,20}
\end{equation*}
$$

$\left(\left(\boldsymbol{I}-\boldsymbol{T}^{\prime}\right)\left(\mathbf{z}^{*}, \lambda^{*}\right)=\left(\boldsymbol{h}^{*}, \mathbf{0}\right)\right)$ if and only if

$$
\int_{0}^{1} \mathrm{~d}\left[\mathbf{h}^{*}(t)\right] \mathbf{x}(t)=0
$$

holds for every $\mathbf{x} \in N(\mathscr{L})$, where

$$
\begin{equation*}
\mathscr{L}: \mathbf{x} \in B V_{n} \rightarrow\binom{\mathbf{x}-\mathbf{Q} \mathbf{x}}{\mathbf{S x}} \in B V_{n} \times R_{m} \tag{7,21}
\end{equation*}
$$

7.13. Theorem. Let us assume 7.1 and 7.5 and let $\mathscr{L} \in B\left(B V_{n}, B V_{n} \times R_{m}\right)$ be given by $(7,6),(7,8)$ and $(7,21)$. Then $k=\operatorname{dim} N(\mathscr{L})<\infty$ and the system $(7,16)$ has exactly $k^{*}=k+m-n$ linearly independent solutions in $B V_{n}^{\prime} \times R_{m}^{*}$.
Proof. By $7.4 k=\operatorname{dim} N(\mathscr{L})<\infty$. Obviously $\operatorname{dim} N(\mathbf{I}-\mathbf{T})=k+m$. Since $(7,14)$, it is by I.3.2 $\operatorname{dim} N\left(\mathbf{I}-\mathbf{T}^{\prime}\right)=\operatorname{dim} N(\mathbf{I}-\mathbf{T})=k+m$. The set $N^{\prime}$ of all solutions to $(7,16)$ consists of all $\left(\mathbf{z}^{*}, \lambda^{*}\right) \in N\left(\mathbf{I}-\mathbf{T}^{\prime}\right)$ for which $\mathbf{z}^{*}(0)=\mathbf{0}$. So $\operatorname{dim} N^{\top}$ $=\operatorname{dim} N\left(\mathbf{I}-\mathbf{T}^{\prime}\right)-n=k+m-n$. The proof is complete.

In addition to 7.1 and 7.5 we shall assume henceforth that

$$
\begin{array}{ll}
\boldsymbol{P}(t-, s)=\boldsymbol{P}(t, s) & \text { for all }(t, s) \in(0,1] \times[0,1]  \tag{7,22}\\
\boldsymbol{P}(0+, s)=\boldsymbol{P}(0, s) & \text { for all } \quad s \in[0,1]
\end{array}
$$

In this case we may formulate the adjoint problem to $(7,1),(7,2)$ in a form more similar to $(7,1),(7,2)$.

Integrating by parts (I.4.33) we transfer the system $(7,16)$ of equations for $\left(\mathbf{z}^{*}, \lambda^{*}\right)$ $\in B V_{n}^{\prime} \times R_{m}^{*}$ to the form

$$
\begin{gather*}
\mathbf{z}^{*}(s)+\int_{0}^{1} \mathbf{z}^{*}(t) \mathrm{d}_{t}[\mathbf{P}(t, s)]+\lambda^{*} \boldsymbol{K}(s)=\mathbf{0} \quad \text { on }[0,1],  \tag{7,23}\\
\mathbf{z}^{*}(0)=\mathbf{z}^{*}(1)=\mathbf{0} .
\end{gather*}
$$

As by $(7,22) \mathbf{P}(0+, s)=\boldsymbol{P}(0, s)$ and $\boldsymbol{P}(1-, s)=\boldsymbol{P}(1, s)$ for every $s \in[0,1]$, the value of each of the integrals

$$
\int_{0}^{1} \mathbf{z}^{*}(t) \mathrm{d}_{t}[\mathbf{P}(t, s)], \quad s \in[0,1]
$$

does not depend on the value $\mathbf{z}^{*}(0)$ and $\mathbf{z}^{*}(1)$. In particular, if $\mathbf{z}^{*} \in B V_{n}^{\prime}, \mathbf{z}^{*}(0)=\mathbf{0}$, $\lambda^{*} \in R_{m}^{*}$ and
$(7,24) \quad \mathbf{y}^{*}(s)=\mathbf{z}^{*}(s) \quad$ on $(0,1), \quad \mathbf{y}^{*}(0)=\mathbf{z}^{*}(0+), \quad \mathbf{y}^{*}(1)=\mathbf{z}^{*}(1-)$,
then the couple $\left(\mathbf{z}^{*}, \lambda^{*}\right)$ solves $(7,23)$ (i.e. $\left.(7,16)\right)$ if and only if

$$
\begin{gather*}
\mathbf{y}^{*}(s)+\int_{0}^{1} \mathbf{y}^{*}(t) \mathrm{d}_{t}[\mathbf{P}(t, s)]+\lambda^{*} \boldsymbol{K}(s)=\mathbf{0} \quad \text { on }(0,1),  \tag{7,25}\\
\mathbf{0}=\int_{0}^{1} \boldsymbol{y}^{*}(t) \mathrm{d}[\mathbf{P}(t, 0)]+\lambda^{*} \boldsymbol{K}(0) \quad\left(=\mathbf{z}^{*}(0)\right)
\end{gather*}
$$

Applying I.6.16 and I.4.17 we obtain

$$
\boldsymbol{y}^{*}(0)=\boldsymbol{y}^{*}(0+)=-\int_{0}^{1} \mathbf{y}^{*}(t) \mathrm{d}_{t}[\mathbf{P}(t, 0+)-\mathbf{P}(t, 0)]-\lambda^{*}[\boldsymbol{K}(0+)-\boldsymbol{K}(0)]
$$

and

$$
\boldsymbol{y}^{*}(1)=\boldsymbol{y}^{*}(1-)=-\int_{0}^{1} \boldsymbol{y}^{*}(t) \mathrm{d}_{t}[\mathbf{P}(t, 1-)]-\lambda^{*} \boldsymbol{K}(1-)
$$

for every $\boldsymbol{y} \in B V_{n}$ and $\lambda \in R_{m}$ fulfilling $(7,25)$. If for $t \in[0,1]$ we put
$(7,26) \boldsymbol{P}_{0}(t, s)=\left\{\begin{array}{llr}\boldsymbol{P}(t, 0+) & \text { if } r=0, \\ \boldsymbol{P}(t, s) & \text { if } 0<s<1, \\ \boldsymbol{P}(t, 1-) & \text { if } \quad s=1,\end{array} \quad \boldsymbol{K}_{0}(s)=\left\{\begin{array}{llr}\boldsymbol{K}(0+) & \text { if } r=0, \\ \boldsymbol{K}(s) & \text { if } 0<s<1, \\ \boldsymbol{K}(1-) & \text { if } & s=1,\end{array}\right.\right.$

$$
\begin{gathered}
\mathbf{C}(t)=\mathbf{P}(t, 0+)-\mathbf{P}(t, 0), \quad \mathbf{D}(t)=-\mathbf{P}(t, 1-) \\
\mathbf{M}=\boldsymbol{K}(0+)-\mathbf{K}(0), \quad \mathbf{N}=-\boldsymbol{K}(1-)
\end{gathered}
$$

then system $(7,25)$ becomes

$$
\begin{equation*}
\boldsymbol{y}^{*}(s)=\boldsymbol{y}^{*}(1)-\int_{0}^{1} \boldsymbol{y}^{*}(t) \mathrm{d}_{t}\left[\boldsymbol{P}_{0}(t, s)-\mathbf{P}_{0}(t, 1)\right]-\lambda^{*}\left[\boldsymbol{K}_{0}(s)-\boldsymbol{K}_{0}(1)\right] \quad \text { on }[0,1] . \tag{7,27}
\end{equation*}
$$

$$
\begin{align*}
& \boldsymbol{y}^{*}(0)+\lambda^{*} \boldsymbol{M}+\int_{0}^{1} \boldsymbol{y}^{*}(t) \mathrm{d}[\mathbf{C}(t)]=\mathbf{0}  \tag{7,28}\\
& \boldsymbol{y}^{*}(1)-\lambda^{*} \mathbf{N}-\int_{0}^{1} \boldsymbol{y}^{*}(t) \mathrm{d}[\boldsymbol{D}(t)]=\mathbf{0} \tag{7,29}
\end{align*}
$$

Given $\mathbf{z} \in B V_{n}$ with $\mathbf{z}(0)=\mathbf{z}(1)=\mathbf{0}$ and $\mathbf{y} \in B V_{n}$ such that $(7,24)$ holds, we have in virtue of I.4.23

$$
\int_{0}^{1} \mathrm{~d}\left[\mathbf{z}^{*}(s)\right](\boldsymbol{f}(s)-\boldsymbol{f}(0))=\int_{0}^{1} \mathrm{~d}\left[\boldsymbol{y}^{*}(s)\right] \boldsymbol{f}(s)-\boldsymbol{y}^{*}(1) \boldsymbol{f}(1)-\boldsymbol{y}^{*}(0) \boldsymbol{f}(0) .
$$

This completes the proof of the following
7.14. Theorem. If the hypotheses $7.1,7.5$ and $(7,22)$ are satisfied, then the problem $(7,1),(7,2)$ possesses a solution $\mathbf{x} \in B V_{n}$ if and only if

$$
\begin{equation*}
\boldsymbol{y}^{*}(1) \boldsymbol{f}(1)-\boldsymbol{y}^{*}(0) \boldsymbol{f}(0)-\int_{0}^{1} \mathrm{~d}\left[\boldsymbol{y}^{*}(s)\right] \boldsymbol{f}(s)=\lambda^{*} \boldsymbol{r} \tag{7,30}
\end{equation*}
$$

for any solution $\mathbf{y} \in B V_{n}, \lambda \in R_{m}$ of $(7,27)-(7,29)$, where $\mathbf{P}_{0}, \mathbf{C}, \mathbf{D}, \boldsymbol{K}_{0}, \boldsymbol{M}$ and $\mathbf{N}$ are defined in $(7,26)$.
7.15. Remark. If $(7,22)$ holds and $\boldsymbol{f}(t-)=\boldsymbol{f}(t)$ on $(0,1], f(0+)=\boldsymbol{f}(0)$, then by I.6.16 and I.4.17 any solution $x \in B V_{n}$ of $(7,1),(7,2)$ is left-continuous on $(0,1]$ and right-continuous at 0 . On the other hand, if $\boldsymbol{y} \in B V_{n}$ and $\lambda \in R_{m}$ satisfy $(7,27)-(7,29)$, then provided that 7.5 holds, $\boldsymbol{y}$ is right-continuous on $[0,1)$ and left-continuous at 1 (cf. 7.24).
7.16. Remark. Let $\boldsymbol{g} \in B V_{n}$ be right-continuous on $(0,1), \boldsymbol{p}, \boldsymbol{q} \in R_{n}$. It is easy to see that $\mathbf{y} \in B V_{n}$ and $\lambda \in R_{m}$ satisfy $(7,27),(7,28),(7,29)$ with the right-hand sides $\mathbf{g}^{*}(s)-\mathbf{g}^{*}(1), \boldsymbol{p}^{*}$ and $\boldsymbol{q}^{*}$, respectively, if and only if $\boldsymbol{y}$ is right-continuous on $(0,1)$. and the couple $\left(\mathbf{z}^{*}, \lambda^{*}\right), \quad \mathbf{z}^{*}(s)=\mathbf{y}^{*}(s)$ on $(0,1), \quad \mathbf{z}^{*}(0)=\mathbf{z}^{*}(1)=\mathbf{0}$, fulfils $(7,20)$, where $\boldsymbol{h}^{*}(s)=\mathbf{g}^{*}(s)-\mathbf{g}^{*}(1)+\chi^{*}(s)$ on $[0,1], \chi^{*}(0)=\boldsymbol{q}^{*}-\boldsymbol{p}^{*}, \chi^{*}(s)=\boldsymbol{q}^{*}$ on $(0,1)$ and $\chi^{*}(1)=\mathbf{0}$. It follows immediately from 7.12 that the system $(7,27),(7,28)$, $(7,29)$ with the right-hand sides $\mathbf{g}^{*}(s)-\mathbf{g}^{*}(1), \boldsymbol{p}^{*}$ and $\boldsymbol{q}^{*}$, respectively, has a solution $\boldsymbol{y} \in B V_{n}, \lambda \in R_{m}$ if and only if (cf. $\left.(7,21)\right)$

$$
\int_{0}^{1} \mathrm{~d}\left[\mathbf{g}^{*}(t)\right] \mathbf{x}(t)=\boldsymbol{q}^{*} \mathbf{x}(1)-\boldsymbol{p}^{*} \mathbf{x}(0) \quad \text { for each } \quad \mathbf{x} \in N(\mathscr{L})
$$

7.17. Remark. If $\mathbf{P}:[0,1] \times[0,1] \rightarrow L\left(R_{n}\right)$ is an $L^{1}[B V]$-kernel $\left(|\boldsymbol{P}(t, 0)|+\operatorname{var}_{0}^{1} \boldsymbol{P}(t,)\right.$. $=\varrho(t)<\infty$ a.e. on $[0,1]$ and $\left.\varrho \in L^{1}\right)$ and $f \in L_{n}^{1}$, then $\mathbf{x}:[0,1] \rightarrow R_{n}$ is a solution to $(2,1)$ on $[0,1]$ if and only if

$$
\mathbf{x}(t)-\mathbf{x}(0)-\int_{0}^{1} \mathrm{~d}_{s}[\mathbf{R}(t, s)] \mathbf{x}(s)=\int_{0}^{t} f(\tau) \mathrm{d} \tau \quad \text { on }[0,1]
$$

where

$$
\boldsymbol{R}(t, s)=\int_{0}^{t} \boldsymbol{P}(\tau, s) \mathrm{d} \tau \quad \text { on }[0,1] \times[0,1] .
$$

Given a subdivision $\left\{0=t_{0}<t_{1}<\ldots<t_{k}=1 ; 0=s_{0}<s_{1}<\ldots<s_{k}=1\right\}$ of $[0,1] \times[0,1]$, we have

$$
\begin{gathered}
\sum_{i=1}^{k} \sum_{j=1}^{k}\left|\boldsymbol{R}\left(t_{i}, s_{j}\right)-\boldsymbol{R}\left(t_{i-1}, s_{j}\right)-\boldsymbol{R}\left(t_{i}, s_{j-1}\right)+\boldsymbol{R}\left(t_{i-1}, s_{j-1}\right)\right| \\
=\sum_{i=1}^{k} \sum_{j=1}^{k}\left|\int_{t_{i-1}}^{t_{i}}\left(\boldsymbol{P}\left(\tau, s_{j}\right)-\mathbf{P}\left(\tau, s_{j-1}\right)\right) \mathrm{d} \tau\right| \leq \int_{0}^{1}\left(\sum_{j=1}^{k}\left|\boldsymbol{P}\left(\tau, s_{j}\right)-\boldsymbol{P}\left(\tau, s_{j-1}\right)\right|\right) \mathrm{d} \tau \\
=\|\varrho\|_{L_{1}}<\infty
\end{gathered}
$$

Consequently $\mathrm{v}_{[0,1] \times[0,1]}(\boldsymbol{R})<\infty$. Clearly $\operatorname{var}_{0}^{1} \boldsymbol{R}(., 1)<\infty$. (We may assume $\boldsymbol{P}(t, 1)=\mathbf{0}$ a.e. on $[0,1]$.) As $\boldsymbol{R}(0,)=.\mathbf{0}$ on [0, 1], this implies that $\boldsymbol{R}$ is an $S B V$-kernel and the Fredholm-Stieltjes integro-differential equation $(2,1)$ is a special case of the equation $(7,1)$.
7.18. Remark. Let $\mathbf{A}:[0,1] \rightarrow L\left(R_{n}\right), \operatorname{var}_{0}^{1} \mathbf{A}<\infty, \boldsymbol{M}$ and $\boldsymbol{N} \in L\left(R_{n}, R_{m}\right)$ and

$$
\boldsymbol{P}(t, s)=\left\{\begin{array}{ll}
\boldsymbol{A}(0)-\boldsymbol{A}(t) & \text { if } 0=s<t \leq 1, \\
\boldsymbol{A}(s+)-\boldsymbol{A}(t) & \text { if } 0<s<t \leq 1, \\
\mathbf{0} & \text { if } 0 \leq t \leq s \leq 1,
\end{array} \quad \boldsymbol{K}(s)=\left\{\begin{array}{rlr}
-\boldsymbol{M}-\boldsymbol{N} & \text { if } & s=0 \\
-\mathbf{N} & \text { if } 0<s<1 \\
\mathbf{0} & \text { if } & s=1
\end{array}\right.\right.
$$

It can be shown that $\mathrm{v}_{[0,1] \times[0,1]}(\boldsymbol{P}) \leq \operatorname{var}_{0}^{1} \boldsymbol{A}$. Furthermore, $\boldsymbol{P}(0,)=.\mathbf{0}$ on $[0,1]$, $\operatorname{var}_{0}^{1} \boldsymbol{P}(., 0)=\operatorname{var}_{0}^{1} \boldsymbol{A}$ and $\operatorname{var}_{0}^{1} \boldsymbol{K}=|\boldsymbol{M}|+|\boldsymbol{N}|$. Since for any $t \in[0,1] \mathbf{P}(t,$.$) and \boldsymbol{K}$ are right-continuous on $(0,1), \boldsymbol{K}(1)=\mathbf{0}$ and $\boldsymbol{P}(t, 1)=\mathbf{0}$, the assumptions 7.1 and 7.5 are satisfied in this case. If, moreover, $\boldsymbol{A}$ is left-continuous on $(0,1]$ and right-continuous at 0 , then $\mathbf{P}(t-, 0)=\mathbf{A}(0)-\mathbf{A}(t-)=\mathbf{A}(0)-\mathbf{A}(t)$ for $0<t \leq 1, \mathbf{P}(t-, s)$ $=\boldsymbol{A}(s+)-\mathbf{A}(t-)=\mathbf{A}(s+)-\mathbf{A}(t)$ for $0<s<t \leq 1$ and $\mathbf{P}(t-, s)=\mathbf{0}$ for $0<t \leq s \leq 1$. Finally, $\mathbf{P}(0+, s)=\mathbf{0}$ for any $s \in[0,1]$. Thus $\boldsymbol{P}$ fulfils also $(7,22)$. By 7.14 the system $(7,1),(7,2)$ which is now reduced to BVP $\mathrm{d} \boldsymbol{x}=\mathrm{d}[\boldsymbol{A}] \boldsymbol{x}+\mathrm{d} \boldsymbol{f}$, $\boldsymbol{M} \mathbf{x}(0)+\boldsymbol{N} \mathbf{x}(1)=\boldsymbol{r}$ has a solution if and only if $(7,30)$ holds for all $\boldsymbol{y} \in B V_{n}$ and $\lambda \in R_{m}$ satisfying (7,27), $(7,29)$. In our case $\boldsymbol{P}_{0}(t, s)=\mathbf{P}(t, s), \mathbf{C}(t)=\boldsymbol{D}(t)=\mathbf{0}$ and $\boldsymbol{K}_{0}(s)=-\mathbf{N}$. Moreover,

$$
\int_{0}^{1} \boldsymbol{y}^{*}(t) \mathrm{d}_{t}[\boldsymbol{P}(t, s)]=\int_{s}^{1} \boldsymbol{y}^{*}(t) \mathrm{d}[\mathbf{B}(t)] \quad \text { for any } \quad \boldsymbol{y} \in B V_{n} \quad \text { and } \quad s \in[0,1]
$$

where $\boldsymbol{B}(s)=\mathbf{A}(s+)$ on $(0,1), \mathbf{B}(0)=\mathbf{A}(0)$ and $\mathbf{B}(1)=\mathbf{A}(1)$. It follows that under the assumptions of this remark the adjoint system $(7,27)-(7,29)$ to $(7,1),(7,2)$ reduces to BVP (III.5,12), (III.5,13). Let us notice that now no assumptions on the regularity of the matrices $\left(I+\Delta^{+} \boldsymbol{A}(t)\right)$ are needed.
7.19. Remark. Let the matrix valued functions $\boldsymbol{A}:[0,1] \rightarrow L\left(R_{n}\right), \boldsymbol{P}_{1}:[0,1]$ $\rightarrow L\left(R_{p}, R_{n}\right), \quad \boldsymbol{P}_{2}:[0,1] \rightarrow L\left(R_{n}, R_{p}\right), \quad \mathbf{C}:[0,1] \rightarrow L\left(R_{n}\right), \quad \mathbf{D}:[0,1] \rightarrow L\left(R_{n}\right)$ and $\boldsymbol{K}:[0,1] \rightarrow L\left(R_{n}, R_{m}\right)$ be of bounded variation on $[0,1], \mathbf{M}, \mathbf{N} \in L\left(R_{n}, R_{m}\right), \boldsymbol{f} \in B V_{n}$ and $\mathbf{r} \in R_{m}$ and let us consider the system of equations for $\mathbf{x} \in B V_{n}$

$$
\begin{gather*}
\mathbf{x}(t)=\mathbf{x}(0)+\int_{0}^{t} \mathrm{~d}[\mathbf{A}(s)] \mathbf{x}(s)+(\mathbf{C}(t)-\boldsymbol{C}(0)) \mathbf{x}(0)+(\mathbf{D}(t)-\mathbf{D}(0)) \mathbf{x}(1)  \tag{7,31}\\
+\left(\boldsymbol{P}_{1}(t)-\boldsymbol{P}_{1}(0)\right) \int_{0}^{1} \mathrm{~d}\left[\mathbf{P}_{2}(s)\right] \mathbf{x}(s)+\boldsymbol{f}(t)-\boldsymbol{f}(0) \quad \text { on }[0,1] \\
\mathbf{M} \mathbf{x}(0)+\mathbf{N} \mathbf{x}(1)+\int_{0}^{1} \mathrm{~d}[\boldsymbol{K}(s)] \mathbf{x}(s)=\mathbf{r} . \tag{7,32}
\end{gather*}
$$

Introducing new unknowns $\boldsymbol{\alpha}, \boldsymbol{\beta}, \boldsymbol{\gamma}, \boldsymbol{\delta}, \boldsymbol{\chi}$ by the relations

$$
\begin{gathered}
\boldsymbol{\alpha}(t)=\int_{0}^{t} \mathrm{~d}[\boldsymbol{K}(s)] \mathbf{x}(s), \quad \boldsymbol{\beta}(t)=\int_{0}^{t} \mathrm{~d}\left[\mathbf{P}_{2}(s)\right] \mathbf{x}(s), \\
\gamma(t)=\mathbf{x}(0), \quad \boldsymbol{\delta}(t)=\mathbf{x}(1), \quad \boldsymbol{\chi}(t)=\boldsymbol{\beta}(1),
\end{gathered}
$$

we reduce the given problem to the form

$$
\begin{gathered}
\mathrm{d} \boldsymbol{x}=\mathrm{d}[\boldsymbol{A}] \boldsymbol{x}+\mathrm{d}\left[\boldsymbol{P}_{1}\right] \boldsymbol{\beta}+\mathrm{d}[\mathbf{C}] \boldsymbol{\gamma}+\mathrm{d}[\mathbf{D}] \boldsymbol{\delta}+\mathrm{d} \boldsymbol{f}, \\
\mathrm{~d} \boldsymbol{\alpha}=\mathrm{d}[\boldsymbol{K}] \mathbf{x}, \quad \mathrm{d} \boldsymbol{\beta}=\mathrm{d}\left[\mathbf{P}_{2}\right] \mathbf{x}, \quad \mathrm{d} \gamma=\mathbf{0}, \quad \mathrm{d} \boldsymbol{\delta}=\mathbf{0}, \quad \mathrm{d} \boldsymbol{\chi}=\mathbf{0}, \\
\boldsymbol{M} \mathbf{x}(0)+\mathbf{N} \mathbf{x}(1)+\boldsymbol{\alpha}(1)=\mathbf{r}, \quad \boldsymbol{\alpha}(0)=\mathbf{0}, \quad \boldsymbol{x}(0)-\gamma(0)=\mathbf{0}, \\
\mathbf{x}(1)-\boldsymbol{\delta}(0)=\mathbf{0}, \quad \boldsymbol{\beta}(0)=\mathbf{0}, \quad \boldsymbol{\beta}(1)-\chi(0)=\mathbf{0}
\end{gathered}
$$

which may be expressed in the matrix version

$$
\mathrm{d} \xi=\mathrm{d}[\mathfrak{A}] \xi+\mathrm{d} \varphi, \quad \mathfrak{M} \varphi(0)+\mathfrak{N} \xi(1)=\varrho,
$$

where $\xi^{*}=\left(\mathbf{x}^{*}, \boldsymbol{\alpha}^{*}, \boldsymbol{\beta}^{*}, \boldsymbol{\gamma}^{*}, \boldsymbol{\delta}^{*}, \boldsymbol{\chi}^{*}\right)$ and $\mathfrak{M}:[0,1] \rightarrow L\left(R_{v}\right)$ and $\mathfrak{M} . \mathfrak{M} \in L\left(R_{v}, R_{\mu}\right)$ are appropriately defined matrices, $\mu=2 m+2 n+2 p, \quad v=m+3 n+2 p$, $\boldsymbol{\varphi}=\binom{\boldsymbol{f}}{\boldsymbol{O}_{v-n}}$ and $\varrho=\binom{\mathbf{r}}{\boldsymbol{o}_{\mu-m}}$. By this $\operatorname{var}_{0}^{1} \mathfrak{A}<\infty$. The complicated problem $(7,31),(7,32)$ was transferred to the two-point boundary value problem for a linear generalized differential equation.

## Notes

In the case $p=1$ the compactness of the operator $P$ and hence also the closedness of $R(L)(V .1 .4$ and V.1.7) were proved by Maksimov [1] and independently by Tvrdý [4]. Theorem V.1.8 is due to Maksimov and Rahmatullina [2]. Our proof follows a different idea. The proofs of the main theorems of Section V. 2 (V.2.5, V. 2.6 and V.2.12) are carried out in a similar way as the proofs of analogous results for ordinary differential operators in Wexler [1] (cf. also Tvrdý, Vejvoda [1], Tvrdý [3], Maksimov [1]).

For more detail concerning Green's couples see Tvrdý [6]. Systems of the form $(4,27),(4,28)$ were treated in Tvrdý, Vejvoda [1]. Theorem V.6.4 follows also from the variation of constants formula for functional differential equations of the retarded type due to Banks [1]. Equations of the form (V.6,13) were introduced in Delfour, Mitter [1], [2]. Section V. 7 is based on the paper Tvrdy [5]. The transformation similar to $(7,33)$ was for the first time used in a simpler situation by Jones [1] and Taufer [1]. For more detail concerning the systems of the form $(7,31),(7,32)$ (Green's function, Jones transformation, selfadjoint problems etc.) see Vejvoda, Tvrdý [1], Tvrdý [1] and Zimmerberg [1], [2].

The oldest papers on the subject seem to be Duhamel [1], Lichtenstein [1] and Tamarkin [1]. Further related references to particular sections are
V.1: Catchpole [1], [2];
V.2: Parhimovic [1] - [3], Lando [1] - [4], Krall [2], [5], Tvrdý [1];
V.3: Maksimov, Rahmatullina [1], [2];
V.6: Hale [1], Maksimov, Rahmatullina [1], Rahmatullina [1], Tvrdý [4];
V.7: Krall [6] - [8], Hönig [1], Tvrdý [2].

Related results may be found also in the papers by N. V. Azbelev and the members of his group (L. F. Rahmatullina, V. P. Maksimov, A. G. Terent'ev, T. S. Sulavko, S. M. Labovskij, G. G. Islamov a.o.) which have appeared mainly in Differencial'nye uravnenija and in the collections of papers published by the Moscow and Tambov institutes of the chemical machines construction.

In Lando [3], [4] and Kultyšev [1] the controllability of integro-differential operators is studied.

## VI. Nonlinear boundary value problems (perturbation theory)

## 1. Preliminaries

In this chapter we shall prove some theorems on the existence of solutions to nonlinear boundary value problems for nonlinear ordinary differential equations of the form

$$
\mathbf{x}^{\prime}=\boldsymbol{f}(t, \mathbf{x})+\varepsilon \mathbf{g}(t, \mathbf{x}, \varepsilon), \quad \mathbf{S}(\mathbf{x})+\varepsilon \boldsymbol{R}(\mathbf{x}, \varepsilon)=\mathbf{0}
$$

under the assumption that the existence of a solution to the corresponding shortened boundary value problem

$$
x^{\prime}=f(t, x), \quad S(x)=0
$$

is guaranteed. ( $\mathbf{S}$ and $\boldsymbol{R}$ are $n$-vector valued functionals; $\mathbf{x} \in R_{n}, \mathrm{f}: \mathscr{D} \subset R \times R_{n} \rightarrow R_{n}$, $\mathbf{g}: \mathcal{D} \subset R \times R_{n} \times R \rightarrow R_{n}$ and $\varepsilon>0$ is a small parameter.)

The present section provides the survey of the basic theory for the equation

$$
\begin{equation*}
\mathbf{x}^{\prime}=\mathbf{f}(t, \mathbf{x}) \tag{1,1}
\end{equation*}
$$

The proofs may be found in many textbooks on ordinary differential equations (e.g. Coddington, Levinson [1] or Reid [1]).
1.1. Notation. Let $\mathscr{D} \subset R_{p+q}, u_{0} \in R_{p}$ and $v_{0} \in R_{q}$. Then

$$
\mathscr{D}_{\left(u_{1,},\right)}=\left\{\mathbf{v} \in R_{q} ;\left(u_{0}, v\right) \in \mathscr{D}\right\} \quad \text { and } \quad \mathscr{D}_{\left(,, v_{i}\right)}=\left\{u \in R_{p} ;\left(\mathbf{u}, \mathbf{v}_{0}\right) \in \mathscr{D}\right\} .
$$

If $\boldsymbol{f}$ maps $\mathscr{D}$ into $R_{n}$, then $\boldsymbol{f}\left(., \boldsymbol{v}_{0}\right)$ and $\boldsymbol{f}\left(\boldsymbol{u}_{0},.\right)$ denote the mappings given by

$$
f\left(., v_{0}\right): u \in \mathscr{D}_{\left(., v_{1}\right)} \rightarrow f\left(u, v_{0}\right) \in R_{n}
$$

and

$$
f\left(u_{0}, .\right): v \in \mathscr{D}_{\left(u_{i}, \cdot\right)} \rightarrow f\left(u_{0}, v\right) \in R_{n}
$$

1.2. Definition. Let $\mathscr{D} \subset R_{n+1}$ be open and let the $n$-vector valued function $f(t, x)$ be defined for $(t, \boldsymbol{x}) \in \mathscr{D}$.
(a) We shall say that $\boldsymbol{f}$ fulfils the Carathéodory conditions on $\mathscr{D}$ and write $f \in \operatorname{Car}(\mathscr{D})$ if
(i) for a.e. $t \in R$ such that $\mathscr{D}_{(t, \cdot)} \neq \emptyset, f(t,$.$) is continuous;$
(ii) given $\boldsymbol{x} \in R_{n}$ such that $\mathscr{D}_{(,, x)} \neq \emptyset, \boldsymbol{f}(., \boldsymbol{x})$ is measurable;
(iii) given $\left(t_{0}, \boldsymbol{x}_{0}\right) \in \mathscr{D}$, there exist $\delta_{1}>0, \delta_{2}>0$ and $m \in L^{1}\left[t_{0}-\delta_{1}, t_{0}+\delta_{1}\right]$ such that $\left[t_{0}-\delta_{1}, t_{0}+\delta_{1}\right] \times \mathfrak{B}\left(\mathbf{x}_{0}, \delta_{2} ; R_{n}\right) \subset \mathscr{D}$ and $|\boldsymbol{f}(t, \boldsymbol{x})| \leq m(t)$ for a.e. $t \in\left[t_{0}-\delta_{1}, t_{0}+\delta_{1}\right]$ and any $\mathbf{x} \in \mathfrak{B}\left(\mathbf{x}_{0}, \delta_{2} ; R_{n}\right)$;
(b) We shall write $\boldsymbol{f} \in \operatorname{Lip}(\mathscr{D})$ if
(iv) given $\left(t_{0}, \mathbf{x}_{0}\right) \in \mathscr{D}$, there exist $\delta_{1}>0, \delta_{2}>0$ and $\omega \in L^{1}\left[t_{0}-\delta_{1}, t_{0}+\delta_{1}\right]$ such that $\left[t_{0}-\delta_{1}, t_{0}+\delta_{1}\right] \times \mathfrak{B}\left(\mathbf{x}_{0}, \delta_{2} ; R_{n}\right) \subset \mathscr{D}$ and $\left|\boldsymbol{f}\left(t, \mathbf{x}_{1}\right)-\boldsymbol{f}\left(t, \mathbf{x}_{2}\right)\right|$ $\leq \omega(t)\left|\mathbf{x}_{1}-\mathbf{x}_{2}\right|$ for a.e. $t \in\left[t_{0}-\delta_{1}, t_{0}+\delta_{1}\right]$ and all $\mathbf{x}_{1}, \mathbf{x}_{2} \in \mathfrak{B}\left(\boldsymbol{x}_{0}, \delta_{2} ; R_{n}\right)$.
1.3. Definition. An $n$-vector function $\mathbf{x}(t)$ is said to be a solution to the equation $(1,1)$ on the interval $\Delta \subset R$ if it is absolutely continuous on $\Delta$ and such that $(t, \boldsymbol{x}(t)) \in \mathscr{D}$ for a.e. $t \in \Delta$ and

$$
\mathbf{x}^{\prime}(t)=\boldsymbol{f}(t, \mathbf{x}(t)) \quad \text { a.e. on } \Delta
$$

1.4. Theorem (Carathéodory). Let $\mathscr{D} \subset R_{n+1}$ be open and $f \in \operatorname{Car}(\mathscr{D})$. Given $\left(t_{0}, \mathbf{c}\right) \in \mathscr{D}$, there exists $\delta>0$ such that the equation $(1,1)$ possesses a solution $\mathbf{x}(t)$ on $\left(t_{0}-\delta, t_{0}+\delta\right)$ such that $\mathbf{x}\left(t_{0}\right)=\mathbf{c}$.
1.5. Remark. Obviously, if $\boldsymbol{f} \in C(\mathscr{D})$, then $\boldsymbol{f} \in \operatorname{Car}(\mathscr{D})$ and the equation (3,1) possesses for any $\left(t_{0}, \mathbf{c}_{0}\right) \in \mathscr{D}$ a solution $\mathbf{x}(t)$ on a neighbourhood $\Delta$ of $t_{0}$ such that $\mathbf{x}\left(t_{0}\right)=\boldsymbol{c}_{0}$. Since the function $t \in \Delta \rightarrow \boldsymbol{f}(t, \boldsymbol{x}(t)) \in R_{n}$ is continuous on $\Delta$, it follows immediately that $\boldsymbol{x}^{\prime}$ is continuous on $\Delta\left(x \in C_{n}^{1}(\Delta)\right)$.
1.6. Definition. The equation $(1,1)$ has the property $(\mathscr{U})$ (local uniqueness) on $\mathscr{D} \in R_{n+1}$, if for any couple of its solutions $\boldsymbol{x}_{1}(t)$ on $\Delta_{1}$ and $\boldsymbol{x}_{2}(t)$ on $\Delta_{2}$ such that $\mathbf{x}_{1}\left(t_{0}\right)=\mathbf{x}_{2}\left(t_{0}\right)$ for some $t_{0} \in \Delta_{1} \cap \Delta_{2}, \mathbf{x}_{1}(t) \equiv \mathbf{x}_{2}(t)$ on $\Delta_{1} \cap \Delta_{2}$.
1.7. Theorem. Let $\mathscr{D} \subset R_{n+1}$ and $f \in \operatorname{Lip}(\mathscr{D})$. Then the equation $(1,1)$ has the property ( $\mathscr{U}$ ) on $\mathscr{D}$.
1.8. Definition. The solution $\mathbf{x}(t)$ of $(1,1)$ on $\Delta$ is said to be maximal if for any solution $\mathbf{x}_{1}(t)$ of $(1,1)$ on $\Delta_{1}$ such that $\Delta \subset \Delta_{1}$ and $\mathbf{x}(t)=\mathbf{x}_{1}(t)$ on $\Delta$ we have $\Delta=\Delta_{1}$.
1.9. Lemma. If the definition domain $\mathscr{D}$ of $\boldsymbol{f}(t, \mathbf{x})$ is open and the solution $\mathbf{x}(t)$ of $(1,1)$ on $\Delta$ is maximal, then $\Delta$ is open.
1.10. Notation. Given $\left(t_{0}, \boldsymbol{c}\right) \in \mathscr{D}, \boldsymbol{\varphi}\left(. ; t_{0}, \boldsymbol{c}\right)$ denotes the corresponding maximal solution of $(1,1), \Delta\left(t_{0}, \mathbf{c}\right)$ its definition interval and

$$
\Omega=\left\{\left(t, t_{0}, \mathbf{c}\right) \in R \times R \times R_{n} ;\left(t_{0}, \mathbf{c}\right) \in \mathscr{D}, t \in \Delta\left(t_{0}, \mathbf{c}\right)\right\} .
$$

1.11. Theorem. Let $\mathscr{D} \subset R_{n+1}$ be open, $\mathbf{f} \in \operatorname{Car}(\mathscr{D})$ and let the equation $(1,1)$ have the property $(\mathscr{U})$. Then for any $\left(t_{0}, \mathbf{c}\right) \in \mathscr{D}$ there exists a unique maximal solution $\mathbf{x}(t)=\boldsymbol{\varphi}\left(t ; t_{0}, \mathbf{c}\right)$ of $(1,1)$ on $\Delta=\Delta\left(t_{0}, \mathbf{c}\right) \subset R$ such that $\mathbf{x}\left(t_{0}\right)=\mathbf{c}$. The set $\Omega$ (cf. 1.10) is open and the mapping $\boldsymbol{\varphi}:\left(t, t_{0}, \mathbf{c}\right) \in \Omega \rightarrow \varphi\left(t ; t_{0}, \mathbf{c}\right) \in R_{n}$ is continuous $(\boldsymbol{\varphi} \in C(\Omega))$.
1.12. Corollary. Let $\mathscr{D} \subset R_{n+1}, f \in \operatorname{Car}(\mathscr{D})$ and (1,1) have the property $(\mathscr{U})$. Let $\left(t_{0}, \boldsymbol{c}_{0}\right) \in \mathscr{D},-\infty<a<b<\infty$ and let $[a, b] \subset \Delta\left(t_{0}, \boldsymbol{c}_{0}\right)$. Then there exists $\delta>0$ such that $\left|\boldsymbol{c}-\boldsymbol{c}_{0}\right| \leq \delta$ implies $\left(t_{0}, \mathbf{c}\right) \in \mathscr{D}$ and $\Delta\left(t_{0}, \boldsymbol{c}\right) \supset[a, b]$, i.e. for any $\boldsymbol{c} \in \mathfrak{B}\left(\boldsymbol{c}_{0}, \delta ; R_{n}\right)$ the corresponding maximal solution $\boldsymbol{\varphi}\left(t, t_{0}, \boldsymbol{c}\right)$ of $(1,1)$ is defined on $[a, b]$.
1.13. Remark. Let us recall that if $f: \mathscr{D} \rightarrow R_{n}$ possesses on $\mathscr{D}$ partial derivatives with respect to the components $x_{j}$ of $\mathbf{x}$, then $\partial \mathbf{f} / \partial \mathbf{x}$ denotes the Jacobi matrix of $\mathbf{f}$ with respect to $\mathbf{x}$ which is formed by the rows $\left(\partial \boldsymbol{f} / \partial x_{j}\right)(j=1,2, \ldots, n)$. If the $n \times n$ matrix valued function $(t, \mathbf{x}) \in \mathscr{D} \rightarrow(\partial \mathbf{f} / \partial \mathbf{x})(t, \mathbf{x}) \in L\left(R_{n}\right)$ fulfils the Caratheodory condition (iii) in 1.2, then making use of the Mean Value Theorem I.7.4 we obtain easily that $\boldsymbol{f} \in \operatorname{Lip}(\mathscr{D})$.
1.14. Theorem. Let $\mathscr{D} \subset R_{n+1}, f \in \operatorname{Car}(\mathscr{D})$ and $(\partial f / \partial \mathbf{x}) \in \operatorname{Car}(\mathscr{D})$. Then the equation $(1,1)$ has the property $(\mathscr{U})$ and hence there exist $\Omega \subset R_{n+2}$ and the continuous mapping $\boldsymbol{\varphi}: \Omega \rightarrow R_{n}$ defined in 1.11. Furthermore $(\partial \boldsymbol{\varphi} / \partial \mathbf{c})\left(t, t_{0}, \mathbf{c}\right)$ exists and is continuous in $\left(t, t_{0}, \mathbf{c}\right)$ on $\Omega$. For any $\left(t_{0}, \mathbf{c}\right) \in \mathscr{D}$ the $n \times n$-matrix valued function $\mathbf{A}(t)=(\partial \mathbf{f} / \partial \mathbf{x})\left(t, \boldsymbol{\varphi}\left(t, t_{0}, \mathbf{c}\right)\right)$ is L-integrable on each compact subinterval of $\Omega_{\left(., t_{0}, c\right)}=\Delta\left(t_{0}, \mathbf{c}\right)$ and $\boldsymbol{U}(t)=(\partial \boldsymbol{\varphi} / \partial \mathbf{c})\left(t, t_{0}, \boldsymbol{c}\right)$ is the maximal solution of the linear matrix differential equation $\mathbf{U}^{\prime}=\boldsymbol{A}(t) \boldsymbol{U}$ such that $\boldsymbol{U}\left(t_{0}\right)=\boldsymbol{I}_{n}$.
1.15. Remark. It follows from 1.14 that $(\partial \boldsymbol{\varphi} \mid \partial \mathbf{c})\left(t, t_{0}, \mathbf{c}\right)$ is for any $\left(t_{0}, \boldsymbol{c}\right) \in \mathscr{D}$ the fundamental matrix solution of the variational equation

$$
\mathbf{u}^{\prime}=\left(\frac{\partial \boldsymbol{f}}{\partial \mathbf{x}}\left(t, \varphi\left(t, t_{0}, \mathbf{c}\right)\right)\right) \mathbf{u}
$$

on $\Delta\left(t_{0}, \boldsymbol{c}\right)$. Consequently for any $\left(t, t_{0}, \mathbf{c}\right) \in \Omega$ it possesses an inverse matrix $\left.(\partial \varphi / \partial t)\left(t, t_{0}, c\right)\right)^{-1}$.
1.16. Theorem. Let $\mathscr{D} \subset R_{n+1}, \quad f \in \operatorname{Car}(\mathscr{D}), \quad(\partial f / \partial \mathbf{x}) \in \operatorname{Car}(\mathscr{D})$ and $\partial^{2} f /\left(\partial x_{i} \partial x_{j}\right)$ $\in \operatorname{Car}(\mathscr{D})$ for any $i, j=1,2, \ldots, n$. Then the $n$-vector valued function $\varphi$ from 1.11
possesses on $\Omega$ all the partial derivatives $\partial^{2} \boldsymbol{\varphi} /\left(\partial c_{i} \partial c_{j}\right)(i, j=1,2, \ldots, n)$ and they are continuous in $\left(t, t_{0}, \boldsymbol{c}\right)$ on $\Omega\left(\varphi \in C^{2}(\Omega)\right)$.
1.17. Remark. Let $\mathfrak{D} \subset R_{1} \times R_{n} \times R_{p}$ be open and let the $n$-vector valued function $h(t, u, v)$ map $\mathfrak{D}$ into $R_{n}$. The differential equation

$$
\begin{equation*}
x^{\prime}=h(t, x, v) \tag{1,2}
\end{equation*}
$$

is said to be an equation with a parameter $v \in R_{p}$. Let us put

$$
\begin{gathered}
\xi=(\mathbf{x}, \mathbf{v}) \quad \text { for } \quad \mathbf{x} \in R_{n} \quad \text { and } \quad \mathbf{v} \in R_{p}, \\
\tilde{\mathbf{h}}(t, \xi)=\boldsymbol{h}(t, \mathbf{x}, \mathbf{v}) \quad \text { for } \quad(t, \xi)=(t,(\mathbf{x}, \mathbf{v})) \in \mathfrak{D}
\end{gathered}
$$

and

$$
\widetilde{f}(t, \xi)=\binom{\widetilde{h}(t, \xi)}{\mathbf{0}_{p}} \in R_{n+p} \quad \text { for } \quad(t, \xi) \in \mathfrak{D}
$$

Now, applying the above theorems to the equation

$$
\xi^{\prime}=\tilde{f}(t, \xi) \quad\binom{x^{\prime}=h(t, x, v)}{v^{\prime}=0}
$$

we can easily obtain theorems on the existence, uniqueness, continuous dependence of a solution $\boldsymbol{x}(t)=\varphi\left(t ; t_{0}, \mathbf{c}, \mathbf{v}\right)$ of (1,2) on the initial data $\left(t_{0}, c\right)$ and on the parameter $\mathbf{v}$ as well as theorems on the differentiability of $\varphi$ with respect to $t, \mathbf{c}$ and $\mathbf{v}$. The formulation of the general statements may be left to the reader. For our purposes only the following lemma is needed.
1.18. Lemma. Let $\mathscr{D} \subset R_{n+1}$ and $\mathfrak{D} \subset R_{n+2}$ be open, $x>0, \mathscr{D} \times[0, x] \subset \mathfrak{D}$, $\mathbf{f}: \mathscr{D} \rightarrow R_{n}$ and $\mathbf{g}: \mathfrak{D} \rightarrow R_{n}$. Let us put $\tilde{\mathbf{g}}(t, \mathbf{y})=\mathbf{g}(t, \mathbf{x}, \varepsilon)$ for $(t, \mathbf{x}, \varepsilon) \in \mathfrak{D}$ and $\mathbf{y}=(\mathbf{x}, \varepsilon)$. Let $\boldsymbol{f} \in \operatorname{Car}(\mathscr{D}), \tilde{\mathbf{g}} \in \operatorname{Car}(\mathfrak{D})$ and let for any $\varepsilon \in[0, x]$ the equation

$$
\begin{equation*}
\mathbf{x}^{\prime}=\mathbf{f}(t, \mathbf{x})+\varepsilon \mathbf{g}(t, \mathbf{x}, \varepsilon) \tag{1,3}
\end{equation*}
$$

possess the property $(\mathscr{U})$ on $\mathfrak{D}$. Then
(i) given $\left(t_{0}, c, \varepsilon\right) \in \mathscr{D} \times[0, x]$, there exists a unique maximal solution $\mathbf{x}(t)$ $=\psi\left(t ; t_{0}, \mathbf{c}, \varepsilon\right)$ of $(1,3)$ on the interval $\Delta=\Delta\left(t_{0}, \mathbf{c}, \varepsilon\right)$ such that $\mathbf{x}\left(t_{0}\right)=\mathbf{c}$;
(ii) the set $\Omega=\left\{\left(t, t_{0}, \mathbf{c}, \varepsilon\right) ;\left(t_{0}, \mathbf{c}, \varepsilon\right) \in \mathscr{D} \times[0, \chi], t \in \Delta\left(t_{0}, \mathbf{c}, \varepsilon\right)\right\} \subset R_{n+3}$ is open and the mapping $\psi: \Omega \rightarrow R_{n}$ is continuous;
(iii) if $-\infty<a<b<\infty,\left(a, c_{0}\right) \in \mathscr{D}$ and $[a, b] \subset \Delta\left(a, c_{0}, 0\right)$, then there exist $\varrho_{0}>0$ and $x_{0}>0, x_{0} \leq \chi$ such that $[a, b] \subset \Delta(a, c, \varepsilon)$ for any $\mathbf{c} \in \mathfrak{B}\left(c_{0}, \varrho_{0} ; R_{n}\right)$ and $\varepsilon \in\left[0, \varkappa_{0}\right]$.
The following theorem provides an example of conditions which assure the existence of a solution to the equation on the given compact interval $[a, b] \subset R$.
1.19. Theorem. Let $-\infty<a<b<\infty,[a, b] \times R_{n} \subset \mathscr{D} \subset R_{n+1}$, $\mathscr{D}$ open and let the $n$-vector valued function $f: \mathscr{D} \rightarrow R_{n}$ fulfil the assumptions
(i) $f(t,$.$) is continuous on R_{n}$ for a.e. $t \in[a, b]$;
(ii) $\mathbf{f}(., \mathbf{x})$ is measurable on $[a, b]$ for any $\mathbf{x} \in R_{n}$;
(iii) there exist $\alpha \in R, 0 \leq \alpha \leq 1$, and L-integrable on $[a, b]$ scalar functions $p(t)$ and $q(t)$ such that

$$
|\boldsymbol{f}(t, \mathbf{x})| \leq p(t)+q(t)|\mathbf{x}|^{\alpha} \quad \text { for any } \quad \mathbf{x} \in R_{n} \quad \text { and a.e. } t \in[a, b] .
$$

Let the $n \times n$-matrix valued function $\mathbf{A}:[a, b] \rightarrow L\left(R_{n}\right)$ be L-integrable on $[a, b]$. Then for any $t_{0} \in[a, b]$ and $\mathbf{c} \in R_{n}$ there exists a solution $\mathbf{x}(t)$ of the equation.

$$
\mathbf{x}^{\prime}=\mathbf{A}(t) \mathbf{x}+\mathbf{f}(t, \mathbf{x})
$$

on $[a, b]$ such that $\mathbf{x}\left(t_{0}\right)=\mathbf{c}$.
This auxiliary section will be completed by proving the following lemmas which illustrate the assumptions on the functions $\boldsymbol{f}$ and $\boldsymbol{g}$ employed in this chapter.
1.20. Lemma. Let $\mathscr{D} \subset R_{n+1}$ and $\mathfrak{D} \subset R_{n+2}$ be open, $x>0,[0,1] \times R_{n} \subset \mathscr{D}$ and $\mathscr{D} \times[0, \chi] \subset \mathfrak{D}$. Furthermore, let us assume that the functions $\mathbf{f}: \mathscr{D} \rightarrow R_{n}$ and $\mathbf{g}: \mathfrak{D} \rightarrow R_{n}$ are such that $\boldsymbol{f} \in \operatorname{Car}(\mathscr{D})$ and $\tilde{\mathbf{g}} \in \operatorname{Car}(\mathfrak{D})$, where $\tilde{\mathbf{g}}(t, \mathbf{y})=\mathbf{g}(t, \mathbf{x}, \varepsilon)$ for $(t, \boldsymbol{x}, \varepsilon) \in \mathfrak{D}$ and $\boldsymbol{y} \in(\mathbf{x}, \varepsilon)$. Let us put

$$
(\boldsymbol{F}(\mathbf{x}))(t)=\boldsymbol{f}(t, \mathbf{x}(t)) \quad \text { and } \quad(\boldsymbol{G}(\mathbf{x}, \varepsilon))(t)=\boldsymbol{g}(t, \boldsymbol{x}(t), \varepsilon)
$$

for $\mathbf{x} \in C_{n}, \varepsilon \in[0, x]$ and $t \in[0,1]$. Then $\boldsymbol{F}(\mathbf{x}) \in L_{n}^{1}$ and $\boldsymbol{G}(\boldsymbol{x}, \varepsilon) \in L_{n}^{1}$ for any $\mathbf{x} \in C_{n}$ and $\varepsilon \in[0, \chi]$. The operators $\boldsymbol{F}: \mathbf{x} \in C_{n} \rightarrow \boldsymbol{F}(\mathbf{x}) \in L_{n}^{1}$ and $\boldsymbol{G}:(\mathbf{x}, \varepsilon) \in C_{n} \times[0, x]$ $\rightarrow \boldsymbol{G}(\mathbf{x}, \varepsilon) \in L_{n}^{1}$ are continuous.

Proof. It is sufficient to show only the assertions concerning $\mathbf{G}$.
(a) Let $\varrho>0$. Since $\tilde{\mathbf{g}} \in \operatorname{Car}(\mathcal{D})(\tilde{\mathbf{g}}(t, \boldsymbol{y})=\mathbf{g}(t, \mathbf{x}, \varepsilon)$, where $\boldsymbol{y}=(\mathbf{x}, \varepsilon))$, applying the Borel Covering Theorem it is easy to find a function $m \in L^{1}$ such that

$$
\begin{align*}
& |\mathbf{g}(t, \mathbf{x}, \varepsilon)| \leq m(t) \quad \text { for any } \quad \mathbf{x} \in \mathfrak{B}\left(\mathbf{0}, \varrho ; R_{n}\right), \quad \varepsilon \in[0, \chi]  \tag{1,4}\\
& \text { and a.e. } t \in[0,1] \text {. }
\end{align*}
$$

Let the functions $x_{k}:[0,1] \rightarrow R_{n}$ and the numbers $\varepsilon_{k} \in[0, \chi](k=0,1,2, \ldots)$ be such that $\lim _{k \rightarrow \infty} x_{k}(t)=\mathbf{x}_{0}(t)$ on $[0,1]$ and $\lim _{k \rightarrow \infty} \varepsilon_{k}=\varepsilon_{0}$. Under our assumptions on $\mathbf{g}$ this implies that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \mathbf{g}\left(t, \mathbf{x}_{k}(t), \varepsilon_{k}\right)=\mathbf{g}\left(t, x_{0}(t), \varepsilon_{0}\right) \quad \text { a.e. on }[0,1] \tag{1,5}
\end{equation*}
$$

If each of the functions $\chi_{k}(t)=\mathbf{g}\left(t, \mathbf{x}_{k}(t), \varepsilon_{k}\right)(k=0,1,2, \ldots)$ is measurable on $[0,1]$ and $\left|x_{k}(t)\right| \leq \varrho$ on $[0,1]$ for any $k=0,1,2, \ldots$, then by the Lebesgue Dominated

Convergence Theorem

$$
\lim _{k \rightarrow \infty} \int_{0}^{1}\left|\mathbf{g}\left(t, \mathbf{x}_{k}(t), \varepsilon_{k}\right)-\mathbf{g}\left(t, \mathbf{x}_{0}(t), \varepsilon_{0}\right)\right| \mathrm{d} t=0
$$

(b) Let $x_{0} \in C_{n}$ and $\varrho=\left\|\mathbf{x}_{0}\right\|_{c}+1$. It is well-known that there exist functions $\mathbf{x}_{k}:[0,1] \rightarrow R_{n}(k=1,2, \ldots)$ piecewise constant on $[0,1]$ and such that $\left|\mathbf{x}_{k}(t)\right| \leq \varrho$ $(k=1,2, \ldots)$ and $\lim _{k \rightarrow \infty} \boldsymbol{x}_{k}(t)=x_{0}(t)$ on [0,1]. In particular, (1,5) with $\varepsilon_{k}=\varepsilon$ $(k=0,1, \ldots)$ holds and since any function $\gamma_{k}: t \in[0,1] \rightarrow \mathbf{g}\left(t, \mathbf{x}_{k}(t), \varepsilon\right) \quad(\varepsilon \in[0, \chi]$, $k=1,2, \ldots)$ is obviously measurable, $\gamma_{0}: t \in[0,1] \rightarrow \mathbf{g}\left(t, \boldsymbol{x}_{0}(t), \varepsilon\right)$ is measurable for any $\varepsilon \in[0, x]$ and hence according to $(1,4) \gamma_{0} \in L_{n}^{1}$.

The continuity of the operator $\mathbf{G}$ follows easily from the first part of the proof.
1.21. Lemma. Let $\mathscr{D} \subset R_{n+1}$ and $f: \mathscr{D} \rightarrow R_{n}$ satisfy the corresponding assumptions of 1.20. In addition, let $\partial \mathbf{f} / \partial \mathbf{x} \in \operatorname{Car}(\mathscr{D})$. Then $\mathbf{F}$ defined in 1.20 possesses on $C_{n}$ the Gâteaux derivative $\boldsymbol{F}^{\prime}(\mathbf{x})$ continuous in $\mathbf{x}$ on $C_{n}$. Given $\mathbf{x}, \mathbf{u} \in C_{n}$,

$$
\left(\left[\boldsymbol{F}^{\prime}(\mathbf{x})\right] \mathbf{u}\right)(t)=\left[\frac{\partial \boldsymbol{f}}{\partial \mathbf{x}}(t, \mathbf{x}(t))\right] \boldsymbol{u}(t) \quad \text { for a.e. } t \in[0,1] .
$$

Proof. (a) Let us put for $\mathbf{x} \in C_{n}$ and $t \in[0,1]$

$$
[\mathbf{A}(\mathbf{x})](t)=\frac{\partial \boldsymbol{f}}{\partial \mathbf{x}}(t, \mathbf{x}(t)) .
$$

By 1.14 the $n \times n$-matrix valued function $\boldsymbol{A}(\mathbf{x})$ is $L$-integrable on $[0,1]$ for any $\mathbf{x} \in C_{n}$. If $f_{j}(j=1,2, \ldots, n)$ are the components of $\boldsymbol{f}$, then

$$
\left[\boldsymbol{A}_{j}(\mathbf{x})\right](t)=\frac{\partial f_{j}}{\partial \mathbf{x}}(t, \mathbf{x}(t)) \quad(j=1,2, \ldots, n)
$$

are columns of $[\mathbf{A}(\mathbf{x})](t)$. By 1.20 the mappings

$$
\begin{equation*}
\mathbf{x} \in C_{n} \rightarrow \boldsymbol{A}_{j}(\mathbf{x}) \in L_{n}^{1} \quad(j=1,2, \ldots, n) \tag{1,6}
\end{equation*}
$$

are continuous. Obviously, for any $\mathbf{x} \in C_{n}$

$$
J(\mathbf{x}): \mathbf{u} \in C_{n} \rightarrow[\mathbf{A}(\mathbf{x})](t) \mathbf{u}(t) \in L_{n}^{1}
$$

is a linear bounded operator. Moreover,

$$
\|J(x)\|=\sup _{\|u\|_{C} \leq 1}\|J(x) u\|_{L^{1}} \leq\|A(x)\|_{L^{1}}=\max _{j=1,2, \ldots, n}\left\|\boldsymbol{A}_{j}(x)\right\|_{L^{1}}
$$

and consequently the operator $\mathbf{x} \in C_{n} \rightarrow \mathrm{~J}(\mathbf{x}) \in B\left(C_{n}, L_{n}^{1}\right)$ is continuous.
(b) By the Mean Value Theorem I.7.4

$$
\begin{gathered}
\frac{\left(\boldsymbol{F}\left(\mathbf{x}_{0}+\vartheta \mathbf{u}\right)\right)(t)-\left(\boldsymbol{F}\left(\mathbf{x}_{0}\right)\right)(t)}{\vartheta}=\frac{\boldsymbol{f}\left(t, \mathbf{x}_{0}(t)+\vartheta \mathbf{u}(t)\right)-\boldsymbol{f}\left(t, \mathbf{x}_{0}(t)\right)}{\vartheta} \\
=\left(\int_{0}^{1} \frac{\partial \boldsymbol{f}}{\partial \mathbf{x}}\left(t, \mathbf{x}_{0}(t)+\lambda \vartheta \mathbf{u}(t)\right) \mathrm{d} \lambda\right) \mathbf{u}(t)
\end{gathered}
$$

and

$$
\begin{gathered}
\left\|\frac{\boldsymbol{F}\left(\mathbf{x}_{0}+\vartheta \mathbf{u}\right)-\boldsymbol{F}\left(\mathbf{x}_{0}\right)}{\vartheta}-\boldsymbol{J}\left(\mathbf{x}_{0}\right) \mathbf{u}\right\|_{\boldsymbol{L}^{1}} \\
\leq \int_{0}^{1}\left(\int_{0}^{1}\left|\frac{\partial \boldsymbol{f}}{\partial \mathbf{x}}\left(t, \mathbf{x}_{0}(t)+\lambda \vartheta \mathbf{u}(t)\right)-\frac{\partial \boldsymbol{f}}{\partial \mathbf{x}}\left(t, \mathbf{x}_{0}(t)\right)\right| \mathrm{d} \lambda\right) \mathrm{d} t\|\boldsymbol{u}\|_{\boldsymbol{C}} .
\end{gathered}
$$

By the Tonelli-Hobson Theorem I. 4.36 we may change the order of the integration in the last integral. The continuity of the mappings $(1,6)$ yields

$$
\lim _{\vartheta \rightarrow 0+} \int_{0}^{1}\left|\frac{\partial \boldsymbol{f}}{\partial \mathbf{x}}\left(t, \mathbf{x}_{0}(t)+\lambda \vartheta \mathbf{u}(t)\right)-\frac{\partial \boldsymbol{f}}{\partial \mathbf{x}}\left(t, \mathbf{x}_{0}(t)\right)\right| \mathrm{d} t=0
$$

uniformly with respect to $\lambda \in[0,1]$. Consequently,

$$
\lim _{\vartheta \rightarrow 0+}\left\|\frac{\boldsymbol{F}\left(\mathbf{x}_{0}+\vartheta \mathbf{u}\right)-\boldsymbol{F}\left(\mathbf{x}_{0}\right)}{\vartheta}-\boldsymbol{J}(\mathbf{x}) \mathbf{u}\right\|_{L^{1}}=0
$$

for any $\mathbf{x}_{0} \in C_{n}$ and $\boldsymbol{u} \in C_{n}$. This completes the proof.
1.22. Remark. Given $x \in A C_{n}$ and $L \in B\left(C_{n}, L_{n}^{1}\right),\|x\|_{c} \leq\|x\|_{A C}, L \in B\left(A C_{n}, L_{n}^{1}\right)$ and

$$
\|L\|_{B\left(A C_{n}, L_{n}^{1}\right)}=\sup _{\|u\|_{A C} \leq 1}\|L u\|_{L^{1}} \leq \sup _{\|u\|_{C} \leq 1}\|L u\|_{L^{1}}=\|L\|_{B\left(C_{n}, L^{1}\right)} .
$$

It follows readily that 1.20 and 1.21 remain valid also if in their formulations $C_{n}$ is replaced everywhere by $A C_{n}$.
1.23. Remark. If moreover $\partial^{2} f /\left(\partial x_{i} \partial x_{j}\right) \in \operatorname{Car}(\mathscr{D}) \quad(i, j=1,2, \ldots, n)$, it may be shown that for any $\mathbf{x} \in C_{n}, \boldsymbol{F}$ possesses the second order Gâteaux derivative $\boldsymbol{F}^{\prime \prime}(\mathbf{x})$ such that the mapping $\mathbf{x} \in C_{n} \rightarrow \boldsymbol{F}^{\prime \prime}(\mathbf{x}) \in B\left(C_{n}, B\left(C_{n}, L_{n}^{1}\right)\right)$ is continuous. Given $\mathbf{x}, \boldsymbol{u}, \boldsymbol{v} \in C_{n}$, the components of the $n$-vector $\left(\left[\boldsymbol{F}^{\prime \prime}(\boldsymbol{x}) \mathbf{u}\right] \mathbf{v}\right)(t)$ are given by

$$
\sum_{i=1}^{n}\left(\sum_{j=1}^{n} \frac{\partial^{2} f_{k}}{\partial x_{i} \partial x_{j}}(t, \mathbf{x}(t)) u_{i}(t)\right) v_{j}(t), \quad k=1,2, \ldots, n
$$

Let $[0,1] \times\{0\} \times R_{n} \subset \Omega$. Let us put for $\boldsymbol{y} \in C_{n}$

$$
\begin{array}{ll}
\boldsymbol{\Phi}(\boldsymbol{y})(t)=\boldsymbol{\varphi}(t, 0, \boldsymbol{y}(t)) & \text { on }[0,1]  \tag{1,7}\\
\boldsymbol{\Phi}_{t}(\boldsymbol{y})(t)=\frac{\mathrm{d} \varphi}{\mathrm{~d} t}(t, 0, \boldsymbol{y}(t)) & \text { a.e. on }[0,1] \\
\boldsymbol{\Phi}_{c}(\boldsymbol{y})(t)=\frac{\partial \varphi}{\partial \mathbf{c}}(t, 0, \boldsymbol{y}(t)) & \text { on }[0,1]
\end{array}
$$

It is easy to verify that $\boldsymbol{\Phi}$ and $\boldsymbol{F} \boldsymbol{\Phi}$ are continuous mappings of $C_{n}$ into $C_{n}$ and $L_{n}^{1}$, respectively, and $\boldsymbol{\Phi}_{c}$ is a continuous mapping of $C_{n}$ into the space of $n \times n$-matrix valued function which are continuous on [0,1] (cf. 1.14 and 1.20). Since $\|\boldsymbol{y}\|_{A C}$ $=|\boldsymbol{y}(0)|+\left\|\boldsymbol{y}^{\prime}\right\|_{L^{1}}$ for any $\boldsymbol{y} \in A C_{n}$, it follows readily that $\boldsymbol{\Phi}$ is a continuous mapping of $A C_{n}$ into $A C_{n}$. Analogously $\boldsymbol{\Phi}_{c}$ is a continuous mapping of $A C_{n}$ into the space of $n \times n$-matrix valued functions absolutely continuous on $[0,1]$, i.e. if $\boldsymbol{\Phi}_{\mathbf{c}}(\boldsymbol{y})$ denotes also the linear operator $\boldsymbol{h} \in A C_{n} \rightarrow \boldsymbol{\Phi}_{c}(\boldsymbol{y})(t) \boldsymbol{h}(t)$, then $\boldsymbol{y} \in A C_{n} \rightarrow \boldsymbol{\Phi}_{c}(\boldsymbol{y})$ is a continuous mapping of $A C_{n}$ into $B\left(A C_{n}\right)$. Let us notice that for any $\boldsymbol{y} \in C_{n}$

$$
\begin{equation*}
\frac{\partial \varphi}{\partial t}(t, 0, \mathbf{y}(t))=\boldsymbol{f}(t, \varphi(t, 0, \boldsymbol{y}(t)))=\boldsymbol{F}(\boldsymbol{\Phi}(\boldsymbol{y}))(t) \quad \text { a.e. on }[0,1] \tag{1,8}
\end{equation*}
$$

and by 1.14

$$
\begin{gather*}
\frac{\partial}{\partial t}\left(\frac{\partial \boldsymbol{\varphi}}{\partial \boldsymbol{c}}(t, 0, \boldsymbol{y}(t))\right)=\left[\frac{\partial \mathbf{f}}{\partial \mathbf{x}}(t, \boldsymbol{\varphi}(t, 0, \boldsymbol{y}(t))] \frac{\partial \boldsymbol{\varphi}}{\partial \boldsymbol{c}}(t, 0, \boldsymbol{y}(t))\right.  \tag{1,9}\\
\quad=\left([\boldsymbol{F}(\boldsymbol{\Phi}(\mathbf{y}))] \boldsymbol{\Phi}_{c}(\boldsymbol{y})\right)(t) \\
\text { a.e. on }[0,1]
\end{gather*}
$$

Moreover, for any $\mathbf{y} \in A C_{n}$

$$
\boldsymbol{\Phi}_{t}(\boldsymbol{y})(t)=\boldsymbol{F}(\boldsymbol{\Phi}(\boldsymbol{y}))(t)+\boldsymbol{\Phi}_{c}(\boldsymbol{y})(t) \mathbf{y}^{\prime}(t)
$$

and thus $\Phi_{t}$ is a continuous operator $A C_{n} \rightarrow L_{n}^{1}$.
Let $\boldsymbol{y}, \boldsymbol{h} \in A C_{n}$ and $\vartheta \in(0,1)$. Then

$$
\begin{equation*}
\left\|\frac{\Phi(y+\vartheta h)-\Phi(y)}{\vartheta}-\Phi_{c}(y) h\right\|_{A C} \tag{1,10}
\end{equation*}
$$

$$
\leq\left|\frac{\varphi(0,0, y(0)+\vartheta h(0))-\varphi(0,0, y(0))}{\vartheta}-\frac{\partial \varphi}{\partial c}(0,0, y(0)) \boldsymbol{h}(0)\right|
$$

$$
+\int_{0}^{1}\left|\frac{\frac{\partial \boldsymbol{\varphi}}{\partial t}(t, 0, \boldsymbol{y}(t)+\vartheta \boldsymbol{h}(t))-\frac{\partial \boldsymbol{\varphi}}{\partial t}(t, 0, \boldsymbol{y}(t))}{\vartheta}-\frac{\partial^{2} \boldsymbol{\varphi}}{\partial t \partial \boldsymbol{c}}(t, 0, \boldsymbol{y}(t)) \boldsymbol{h}(t)\right| \mathrm{d} t
$$

$$
\begin{gathered}
+\int_{0}^{1}\left|\frac{\frac{\partial \boldsymbol{\varphi}}{\partial \mathbf{c}}(t, 0, \boldsymbol{y}(t)+\vartheta \boldsymbol{h}(t)) \vartheta \boldsymbol{h}^{\prime}(t)}{\vartheta}-\frac{\partial \boldsymbol{\varphi}}{\partial \mathbf{c}}(t, 0, \mathbf{y}(t)) \boldsymbol{h}^{\prime}(t)\right| \mathrm{d} t \\
+\int_{0}^{1}\left|\frac{\left(\frac{\partial \boldsymbol{\varphi}}{\partial \mathbf{c}}(t, 0, \boldsymbol{y}(t)+\vartheta \boldsymbol{h}(t))-\frac{\partial \boldsymbol{\varphi}}{\partial \mathbf{c}}(t, 0, \boldsymbol{y}(t))\right) \boldsymbol{y}^{\prime}(t)}{\vartheta}-\frac{\partial^{2} \boldsymbol{\varphi}}{\partial \mathbf{c}^{2}}(t, 0, \boldsymbol{y}(t)) \mathbf{y}^{\prime}(t) \boldsymbol{h}(t)\right| \mathrm{d} t
\end{gathered}
$$

Obviously, the first and the third terms on the right-hand side of $(1,10)$ tend to 0 as $\vartheta \rightarrow 0+$. Furthermore, by $(1,8),(1,9)$ and the Mean Value Theorem the second one becomes

$$
\begin{gathered}
\int_{0}^{1} \left\lvert\, \frac{\boldsymbol{f}(t, \boldsymbol{\varphi}(t, 0, \mathbf{y}(t)+\vartheta \boldsymbol{h}(t)))-\boldsymbol{f}(t, \varphi(t, 0, \mathbf{y}(t)))}{\vartheta}\right. \\
- \\
\leq \int_{0}^{1}\left(\int_{0}^{1}\left|\left[\frac{\partial \boldsymbol{f}}{\partial \mathbf{x}}(t, \boldsymbol{f}(t, 0, \mathbf{y}(t)))\right]\left(\frac{\partial \boldsymbol{\varphi}}{\partial \mathbf{c}}(t, 0, \boldsymbol{y}(t))\right) \boldsymbol{h}(t)\right| \mathrm{d} t\right. \\
- \\
\left.-\left[\frac{\partial \boldsymbol{f}}{\partial \mathbf{x}}(t, \boldsymbol{\varphi}(t, 0, \mathbf{y}(t)))\right]\left(\frac{\partial \boldsymbol{\varphi}}{\partial \mathbf{c}}(t, 0, \mathbf{y}(t))\right)|\boldsymbol{h}(t)| \mathrm{d} \lambda\right) \mathrm{d} t .
\end{gathered}
$$

It is easy to verify that this last expression tends to 0 as $\vartheta \rightarrow 0+$. (Obviously, $\boldsymbol{F}^{\prime} \boldsymbol{\Phi}_{\mathbf{c}}$ is a continuous operator $C_{n} \rightarrow B\left(C_{n}, L_{n}^{1}\right)$.) Analogously, the Mean Value Theorem yields that also the fourth term of the right-hand side of $(1,10)$ tends to 0 as $\vartheta \rightarrow 0+$.
1.24. Lemma. Under the assumptions of 1.16 , the operator $\Phi$ given by $(1,7)$ is a continuous mapping of $A C_{n}$ into $A C_{n}$ which is Gâteaux differentiable at any $\mathbf{x} \in A C_{n}$. Given $\mathbf{y}, \boldsymbol{h} \in A C_{n}$,

$$
\left(\left[\Phi^{\prime}(\boldsymbol{y})\right] \boldsymbol{h}\right)(t)=\left[\frac{\partial \varphi}{\partial \mathbf{c}}(t, 0, y(t))\right] \boldsymbol{h}(t)
$$

The mapping $\mathbf{y} \in A C_{n} \rightarrow \boldsymbol{\Phi}^{\prime}(\boldsymbol{y}) \in B\left(A C_{n}\right)$ is continuous.
1.25. Definition. Let $\mathfrak{D} \subset R_{n+2}$ be open, $x>0, \quad[0,1] \times R_{n} \dot{\times}[0, x] \subset \mathfrak{D}$ and $\mathbf{g}: \mathfrak{D} \rightarrow R_{n}$. Let $\varepsilon_{0} \in[0, x]$ and let for given $t \in[0,1]$ and $x_{0} \in R_{n}$ there exist $\delta_{0}=\delta_{0}\left(t, \boldsymbol{x}_{0}\right)>0, \varrho_{0}=\varrho_{0}\left(t, \boldsymbol{x}_{0}\right)>0, x_{0}=x_{0}\left(t, \mathbf{x}_{0}\right)>0$ and $\omega \in L^{1}\left(t-\delta_{0}, t+\delta_{0}\right)$ such that $|\tau-t|<\delta_{0},\left|\mathbf{x}_{1}-\mathbf{x}_{0}\right|<\varrho_{0},\left|\mathbf{x}_{2}-\mathbf{x}_{0}\right|<\varrho_{0}, \varepsilon \geq 0$ and $\left|\varepsilon-\varepsilon_{0}\right|<x_{0}$ implies $\left(\tau, \mathbf{x}_{1}, \varepsilon\right) \in \mathfrak{D},\left(\tau, \mathbf{x}_{2}, \varepsilon\right) \in \mathfrak{D}$ and

$$
\left|\mathbf{g}\left(\tau, \mathbf{x}_{2}, \varepsilon\right)-\mathbf{g}\left(\tau, \mathbf{x}_{1}, \varepsilon\right)\right| \leq \omega(\tau)\left|\mathbf{x}_{2}-\mathbf{x}_{1}\right|
$$

Then $\mathbf{g}$ is said to be locally lipschitzian in $\mathbf{x}$ near $\varepsilon=\varepsilon_{0}$ and we shall write $\mathbf{g} \in \operatorname{Lip}\left(\mathcal{D}, \varepsilon_{0}\right)$.
1.26. Lemma. Let $\mathfrak{D} \subset R_{n+2}$ and $\mathbf{g}: \mathcal{D} \rightarrow R_{n}$ satisfy the corresponding assumptions of 1.20. In addition, let $\boldsymbol{g} \in \operatorname{Lip}\left(\mathfrak{D}, \varepsilon_{0}\right)$. Then $\boldsymbol{G}$ defined in 1.20 is locally lipschitzian in $\mathbf{x}$ near $\varepsilon=\varepsilon_{0}$.

Proof follows from Definition 1.25 applying the Borel Covering Theorem.
1.27. Remark. In order that the operators $\boldsymbol{F}$ and $\boldsymbol{G}$ might possess the properties from $1.20-1.26$ locally, it is sufficient to require that the assumptions of the corresponding lemmas are fulfilled only locally.

## 2. Nonlinear boundary value problems for functional-differential equations

Let $x>0$ and let $\boldsymbol{F}: C_{n} \rightarrow L_{n}^{1}, \quad \mathbf{G}: A C_{n} \times[0, x] \rightarrow L_{n}^{1}, \quad \mathbf{S}: C_{n} \rightarrow R_{n}$ and $\boldsymbol{R}: A C_{n} \times[0, \chi] \rightarrow R_{n}$ be continuous operators. To a given $\varepsilon \in[0, \chi]$ we want to find a solution $\mathbf{x}$ of the functional-differential equation

$$
\begin{equation*}
\mathbf{x}^{\prime}=\boldsymbol{F}(\mathbf{x})+\varepsilon \mathbf{G}(\mathbf{x}, \varepsilon) \tag{2,1}
\end{equation*}
$$

on the interval $[0,1]$ which verifies the side condition

$$
\begin{equation*}
\mathbf{S}(\mathbf{x})+\varepsilon \boldsymbol{R}(\mathbf{x}, \varepsilon)=\mathbf{0} \tag{2,2}
\end{equation*}
$$

This boundary value problem will be referred to as BVP $\left(\mathscr{P}_{\varepsilon}\right)$. The limit problem for $\varepsilon=0$

$$
\begin{equation*}
\mathbf{x}^{\prime}=\boldsymbol{F}(\mathbf{x}) \tag{2,3}
\end{equation*}
$$

$$
\begin{equation*}
S(x)=0 \tag{2,4}
\end{equation*}
$$

is denoted by $\left(\mathscr{P}_{0}\right)$.
2.1. Definition. Let $\varepsilon \in[0, x]$. An $n$-vector valued function $\mathbf{x}$ is a solution to $(2,1)$ on $[0,1]$ if $\mathbf{x} \in A C_{n}$ and

$$
\mathbf{x}^{\prime}(t)=(\boldsymbol{F}(\mathbf{x}))(t)+\varepsilon(\boldsymbol{G}(\mathbf{x}, \varepsilon))(t) \quad \text { a.e. on }[0,1]
$$

2.2. Remark. Let $x_{0} \in C_{n}, \omega \in L^{1}, \varrho>0$ and

$$
\begin{equation*}
\left|\left(\boldsymbol{F}\left(\mathbf{x}_{2}\right)\right)(t)-\left(\boldsymbol{F}\left(\mathbf{x}_{1}\right)\right)(t)\right| \leq \omega(t)\left\|\mathbf{x}_{2}-\mathbf{x}_{1}\right\|_{c} \tag{2,5}
\end{equation*}
$$

for any $\boldsymbol{x}_{1}, \mathbf{x}_{2} \in \mathfrak{B}\left(\mathbf{x}_{0}, \varrho ; C_{n}\right)$ and a.e. $t \in[0,1]$. Then

$$
\left|\frac{\boldsymbol{F}\left(\mathbf{x}_{0}+\vartheta \mathbf{u}\right)(t)-\boldsymbol{F}\left(\mathbf{x}_{0}\right)(t)}{\vartheta}\right| \leq \omega(t)\|\boldsymbol{u}\|_{c}
$$

for any $\vartheta>0, \boldsymbol{u} \in C_{n}$ and a.e. $t \in[0,1]$. If $\boldsymbol{F}$ possesses the Gâteaux derivative $\boldsymbol{F}^{\prime}\left(\boldsymbol{x}_{0}\right)$ at $\mathbf{x}_{0}$, then

$$
\lim _{\vartheta \rightarrow 0+}\left|\frac{\boldsymbol{F}\left(\mathbf{x}_{0}+\vartheta \mathbf{u}\right)(t)-\boldsymbol{F}\left(\mathbf{x}_{0}\right)(t)}{\vartheta}-\left(\left[\boldsymbol{F}^{\prime}\left(\mathbf{x}_{0}\right)\right] \mathbf{u}\right)(t)\right|=0 \quad \text { a.e. on }[0,1] .
$$

It follows easily that

$$
\left|\left(\left[\boldsymbol{F}^{\prime}\left(\mathbf{x}_{0}\right)\right] \boldsymbol{u}\right)(t)\right| \leq \omega(t)\|\boldsymbol{u}\|_{c} \quad \text { for any } \quad \mathbf{u} \in C_{n} \quad \text { and a.e. } t \in[0,1]
$$

In particular, there exists a function $\boldsymbol{P}:[0,1] \times[0,1] \rightarrow L\left(R_{n}\right)$ such that $\boldsymbol{P}(., s)$ is measurable on $[0,1]$ for any $s \in[0,1], \varrho(t)=|\boldsymbol{P}(t, 0)|+\operatorname{var}_{0}^{1} \boldsymbol{P}(t,)<.\infty$ for a.e. $t \in[0,1], \varrho \in L^{1}\left(\boldsymbol{P}\right.$ is an $L^{1}[B V]$-kernel $)$ and

$$
\left(\left[\boldsymbol{F}^{\prime}\left(\mathbf{x}_{0}\right)\right] \mathbf{u}\right)(t)=\int_{0}^{1} \mathrm{~d}_{s}[\boldsymbol{P}(t, s)] \mathbf{u}(s) \quad \text { for any } \quad \mathbf{u} \in C_{n} \quad \text { and a.e. } t \in[0,1]
$$

(cf. Kantorovič, Pinsker, Vulich [1]).
2.3. Theorem. Let $x_{0} \in A C_{n}$ be a solution to BVP $\left(\mathscr{P}_{0}\right)$, where $F: C_{n} \rightarrow L_{n}^{1}$ and S: $C_{n} \rightarrow R_{n}$ are continuous operators. Furthermore, let us assume that $(2,5)$ holds and $\mathbf{F}, \mathbf{S} \in C^{1}\left(\mathfrak{B}\left(\mathbf{x}_{0}, \varrho ; C_{n}\right)\right)$ for some $\varrho>0$. If the linear $B V P$ for $\mathbf{u} \in A C_{n}$

$$
\begin{gather*}
\boldsymbol{u}^{\prime}=\left[\boldsymbol{F}^{\prime}\left(\boldsymbol{x}_{0}\right)\right] \mathbf{u},  \tag{2,6}\\
{\left[\mathbf{S}^{\prime}\left(\boldsymbol{x}_{0}\right)\right] \mathbf{u}=\mathbf{0}} \tag{2,7}
\end{gather*}
$$

possesses only the trivial solution, then there exists $\varrho_{0}>0$ such that there is no other solution $\mathbf{x}$ of $B V P\left(\mathscr{P}_{0}\right)$ such that $\left\|\mathbf{x}-\mathbf{x}_{0}\right\|_{A C} \leq \varrho_{0}$.

Proof. Let us put

$$
\begin{equation*}
\mathscr{F}: \mathbf{x} \in A C_{n} \rightarrow\binom{\mathbf{x}^{\prime}-\boldsymbol{F}(\mathbf{x})}{\mathbf{S}(\mathbf{x})} \in L_{n}^{1} \times R_{n} . \tag{2,8}
\end{equation*}
$$

By the assumption $\mathscr{F}\left(\mathbf{x}_{0}\right)=\mathbf{0}$ and $\mathscr{F} \in C^{1}\left(\mathfrak{B}\left(\mathbf{x}_{0}, \varrho ; A C_{n}\right)\right)$,

$$
\begin{equation*}
\mathscr{F}^{\prime}(\mathbf{x}): \mathbf{u} \in A C_{n} \rightarrow\binom{\mathbf{u}^{\prime}-\boldsymbol{F}^{\prime}(\mathbf{x}) \mathbf{u}}{\mathbf{S}^{\prime}(\mathbf{x}) \mathbf{u}} \in L_{n}^{1} \times R_{n} \tag{2,9}
\end{equation*}
$$

for any $\mathbf{x} \in \mathfrak{B}\left(\mathbf{x}_{0}, \varrho ; A C_{n}\right)$.
Let $\mathscr{F}(\mathbf{x})=\mathbf{0}$ for some $\mathbf{x} \in \mathfrak{B}\left(\mathbf{x}_{0}, \varrho ; A C_{n}\right), \mathbf{x} \neq \mathbf{x}_{0}$. By the Mean Value Theorem I.7.4 we have

$$
\mathbf{0}=\mathscr{F}(\mathbf{x})-\mathscr{F}\left(\mathbf{x}_{0}\right)=\int_{0}^{1}\left[\mathscr{F}^{\prime}\left(\mathbf{x}_{0}+\vartheta\left(\mathbf{x}-\mathbf{x}_{0}\right)\right)\right]\left(\mathbf{x}-\mathbf{x}_{0}\right) \mathrm{d} \vartheta
$$

By 2.2 and V.3.12 $\mathscr{F}^{\prime}\left(\mathbf{x}_{0}\right)$ possesses a bounded inverse

$$
\Gamma=\left[\mathscr{F}^{\prime}\left(\mathbf{x}_{0}\right)\right]^{-1}: L_{n}^{1} \times R_{n} \rightarrow A C_{n} .
$$

Hence

$$
\mathbf{x}-\mathbf{x}_{0}=\int_{0}^{1} \boldsymbol{\Gamma}\left[\mathscr{F}^{\prime}\left(\mathbf{x}_{0}\right)-\mathscr{F}^{\prime}\left(\mathbf{x}_{0}+\vartheta\left(\mathbf{x}-\mathbf{x}_{0}\right)\right)\right]\left(\mathbf{x}-\mathbf{x}_{0}\right) \mathrm{d} \vartheta
$$

and

$$
\begin{equation*}
\left\|\boldsymbol{x}-\mathbf{x}_{0}\right\|_{A C} \leq\|\boldsymbol{\Gamma}\|\left(\sup _{\mathscr{G}[0,1]}\left\|\mathscr{F}^{\prime}\left(\mathbf{x}_{0}\right)-\mathscr{F}^{\prime}\left(\mathbf{x}_{0}+\vartheta\left(\mathbf{x}-\mathbf{x}_{0}\right)\right)\right\|\right)\left\|\mathbf{x}-\mathbf{x}_{0}\right\|_{A C} . \tag{2,10}
\end{equation*}
$$

Since the mapping

$$
\mathbf{x} \in \mathfrak{B}\left(\mathbf{x}_{0}, \varrho ; A C_{n}\right) \rightarrow \mathscr{F}^{\prime}(\mathbf{x}) \in B\left(A C_{n}, L_{n}^{1}\right)
$$

is continuous, there is $\varrho_{0}>0$ such that $\varrho_{0} \leq \varrho$ and

$$
\left\|\mathscr{F} \boldsymbol{x}^{\prime}\left(\mathbf{x}_{0}\right)-\mathscr{F}^{\prime}\left(\mathbf{x}_{0}+\vartheta\left(\mathbf{x}-\mathbf{x}_{0}\right)\right)\right\| \leq\|\boldsymbol{\Gamma}\|^{-1}
$$

for any $\boldsymbol{x} \in \mathfrak{B}\left(\boldsymbol{x}_{0}, \varrho_{0} ; A C_{n}\right)$ and $\vartheta \in[0,1]$. Consequently for $\mathbf{x} \in \mathfrak{B}\left(\mathbf{x}_{0}, \varrho_{0} ; A C_{n}\right)$, $x \neq x_{0}(2,10)$ becomes a contradiction $\left\|x-x_{0}\right\|_{A C}<\left\|x-x_{0}\right\|_{A C}$. This proves that $\mathbf{x}=\mathbf{x}_{0}$ if $\mathscr{F}(\mathbf{x})=\mathbf{0}$ and $\mathbf{x} \in \mathfrak{B}\left(\mathbf{x}_{0}, \varrho_{0} ; A C_{n}\right)$.
2.4. Definition. Let $\mathbf{x}_{0} \in A C_{n}$ be a solution of $\operatorname{BVP}\left(\mathscr{P}_{0}\right)$ and let the operators $\boldsymbol{F}$ and $\boldsymbol{S}$ fulfil the assumptions of 2.3. The problem of determining a solution $\mathbf{u} \in A C_{n}$ of $(2,6)$ which verifies the side condition $(2,7)$ is called the variational boundary value problem corresponding to $\mathbf{x}_{0}$ and is denoted by $\left(\mathscr{V}_{0}\left(\mathbf{x}_{0}\right)\right)$.

### 2.5. Remark. BVP

$$
x^{\prime}=x+1, \quad \mathbf{S}(x)=(x(0))^{2}+(x(1)+1-\exp (1))^{2}=0
$$

indicates that in general the converse statement to 2.3 is not true. In fact, the solutions to $x^{\prime}=x+1$ are of the form $x(t)=c \exp (t)-1$, where $c \in R$. The only solution to

$$
\begin{equation*}
\mathbf{S}(x)=(c-1)^{2}+(c-1)^{2}(\exp (1))^{2}=0 \tag{2,11}
\end{equation*}
$$

is $c=1$. Hence $x_{0}(t)=\exp (t)-1$ is the only solution to $(2,11)$. The corresponding variational BVP is given by

$$
\begin{equation*}
u^{\prime}=u, \quad\left[x_{0}(0)\right] u(0)+\left[x_{0}(1)+1-\exp (1)\right] u(1)=0 . \tag{2,12}
\end{equation*}
$$

Since $x_{0}(0)=0, x_{0}(1)=\exp (1)-1, u(t)=d \exp (t)$ is a solution to $(2,12)$ for any $d \in R$.
2.6. Definition. A solution $x_{0}$ of $\operatorname{BVP}\left(\mathscr{P}_{0}\right)$ is said to be isolated if there is $\varrho_{0}>0$ such that there is no solution $\mathbf{x}$ to $\left(\mathscr{P}_{0}\right)$ such that $\mathbf{x} \neq \mathbf{x}_{0}$ and $\mathbf{x} \in \mathfrak{B}\left(\mathbf{x}_{0}, \varrho_{0} ; A C_{n}\right)$. It is regular if the corresponding variational $\operatorname{BVP}\left(\mathscr{V}\left(\mathbf{x}_{0}\right)\right)$ is defined and possesses only the trivial solution.
2.7. Theorem. Let $x_{0} \in A C_{n}$ be a solution to BVP $\left(\mathscr{P}_{0}\right)$ where $F: C_{n} \rightarrow L_{n}^{1}$ and $\mathbf{S}: C_{n} \rightarrow R_{n}$ are continuous operators such that $(2,5)$ holds and $\boldsymbol{F}, \mathbf{S} \in C^{1}\left(\mathfrak{B}\left(\mathbf{x}_{0}, \varrho ; C_{n}\right)\right)$
for some $\varrho>0$. Furthermore, $\chi>0$ and $\mathbf{G}: A C_{n} \times[0, \chi] \rightarrow L_{n}^{1}$ and $\boldsymbol{R}: A C_{n} \times[0, \chi]$ $\rightarrow R_{n}$ are continuous operators which are locally lipschitzian in x near $\varepsilon=0$.
If $\boldsymbol{x}_{0}$ is a regular solution of $\left(\mathscr{P}_{0}\right)$, then there exist $\varepsilon_{0}>0$ and $\varrho_{0}>0$ such that for any $\varepsilon \in\left[0, \varepsilon_{0}\right] \quad B V P\left(\mathscr{P}_{\varepsilon}\right)$ possesses a unique solution $\mathbf{x}(\varepsilon)$ in $\mathfrak{B}\left(\mathbf{x}_{0}, \varrho_{0} ; A C_{n}\right)$. The mapping $\varepsilon \in\left[0, \varepsilon_{0}\right] \rightarrow \boldsymbol{x}(\varepsilon) \in A C_{n} \quad\left(\mathbf{x}(0)=\mathbf{x}_{0}\right)$ is continuous.

Proof follows by applying I.7.8 to the operator equation

$$
\mathscr{F}(\mathbf{x})+\varepsilon \mathscr{G}(\mathbf{x}, \varepsilon)=\mathbf{0},
$$

where $\mathscr{F}: A C_{n} \rightarrow L_{n}^{1} \times R_{n}$ is given by $(2,8)$ and

$$
\mathscr{G}:(\mathbf{x}, \varepsilon) \in A C_{n} \times[0, \chi] \rightarrow\binom{\boldsymbol{G}(\mathbf{x}, \varepsilon)}{\boldsymbol{R}(\mathbf{x}, \varepsilon)} \in L_{n}^{1} \times R_{n} .
$$

(Under our assumptions there exists a bounded inverse of $\mathscr{F}^{\prime}\left(\boldsymbol{x}_{0}\right)$, cf. the proof of 2.3.)
2.8. Remark. The conclusion of Theorem 2.7 may be reformulated as follows.

If $\boldsymbol{x}_{0}$ is a regular solution of $\left(\mathscr{P}_{0}\right)$, then there exists for any $\varepsilon>0$ sufficiently small a unique solution $\boldsymbol{x}(\varepsilon)$ of $\operatorname{BVP}\left(\mathscr{P}_{\varepsilon}\right)$ which is continuous in $\varepsilon$ and tends to $\boldsymbol{x}_{0}$ as $\varepsilon \rightarrow 0$.

Theorem 2.7 assures the existence of an isolated solution to BVP $\left(\mathscr{P}_{\varepsilon}\right)$ which is close to the regular solution $\mathbf{x}_{0}$ of the limit problem $\left(\mathscr{P}_{0}\right)$. If also the perturbations $\boldsymbol{G}$ and $\boldsymbol{R}$ are differentiable with respect to $\boldsymbol{x}$, then we can prove that for any $\varepsilon>0$ sufficiently small this solution is regular, too.
2.9. Theorem. Let the assumptions of 2.7 hold. In addition, let us assume that $\mathbf{G}$ and $\boldsymbol{R}$ possess the Gâteaux derivatives $\mathbf{G}^{\prime}(\mathbf{x}, \varepsilon)$ and $\mathbf{R}^{\prime}(\mathbf{x}, \varepsilon)$ with respect to $\mathbf{x}$ for any $(\mathbf{x}, \varepsilon) \in \mathfrak{B}\left(\mathbf{x}_{0}, \varrho ; A C_{n}\right) \times[0, \chi]$ continuous in $(\mathbf{x}, \varepsilon)$ on $\mathfrak{B}\left(\mathbf{x}_{0}, \varrho ; A C_{n}\right) \times[0, \chi]$.

Then there exists $\varepsilon_{1}, 0<\varepsilon_{1} \leq \varepsilon_{0}$ such that for any $\varepsilon \in\left[0, \varepsilon_{1}\right]$ the corresponding solution $\mathbf{x}(\varepsilon)$ of $B V P\left(\mathscr{P}_{\varepsilon}\right)$ is regular.

Proof. Given $\varepsilon \in\left[0, \varepsilon_{0}\right]$, the variational $\operatorname{BVP}\left(\mathscr{V}_{\varepsilon}(\boldsymbol{x}(\varepsilon))\right)$ corresponding to the solution $\mathbf{x}(\varepsilon)$ of BVP $\left(\mathscr{P}_{\varepsilon}\right)$ is given by

$$
\begin{aligned}
& \mathbf{u}^{\prime}=\left[\boldsymbol{F}^{\prime}(\boldsymbol{x}(\varepsilon))+\varepsilon \mathbf{G}^{\prime}(\mathbf{x}(\varepsilon), \varepsilon)\right] \mathbf{u}, \\
& {\left[\mathbf{S}^{\prime}(\boldsymbol{x}(\varepsilon))+\varepsilon \boldsymbol{R}^{\prime}(\boldsymbol{x}(\varepsilon), \varepsilon)\right] \mathbf{u}=\mathbf{0} .}
\end{aligned}
$$

Let $u$ be its solution, i.e.

$$
\mathscr{J}(\varepsilon) \boldsymbol{u}=\left[\mathscr{F}^{\prime}(\boldsymbol{x}(\varepsilon))+\varepsilon \mathscr{G}^{\prime}(\boldsymbol{x}(\varepsilon), \varepsilon)\right] \mathbf{u}=\mathbf{0}
$$

Let $\boldsymbol{\Gamma}=\left[\mathscr{F}^{\prime}\left(\mathbf{x}_{0}\right)\right]^{-1}$. Then $\boldsymbol{u}=\Gamma[\mathscr{J}(0)-\mathscr{J}(\varepsilon)] u$ and

$$
\|\boldsymbol{u}\|_{A C} \leq\|\boldsymbol{\Gamma}\|\|\mathscr{J}(0)-\mathscr{J}(\varepsilon)\|\|\boldsymbol{u}\|_{A C}
$$

Since the operators $\varepsilon \in\left[0, \varepsilon_{0}\right] \rightarrow \mathbf{x}(\varepsilon) \in A C_{n}$ and $(\mathbf{x}, \varepsilon) \in \mathfrak{B}\left(\mathbf{x}_{0}, \varrho ; A C_{n}\right) \times[0, \chi]$ $\rightarrow \mathscr{F}^{\prime}(\mathbf{x})+\varepsilon \mathscr{G}^{\prime}(\mathbf{x}, \varepsilon) \in B\left(A C_{n}, L_{n}^{1} \times R_{n}\right)$ are continuous, their composition $\varepsilon \in\left[0, \varepsilon_{0}\right]$ $\rightarrow \mathscr{J}(\varepsilon) \in B\left(A C_{n}, L_{n}^{1} \times R_{n}\right)$ is also continuous.

Choosing $\varepsilon_{1}, 0<\varepsilon_{1} \leq \varepsilon_{0}$ in such a way that $\varepsilon \in\left[0, \varepsilon_{1}\right]$ implies $\|\mathscr{J}(0)-\mathscr{J}(\varepsilon)\|$ $\leq\|\boldsymbol{\Gamma}\|^{-1}$ we derive a contradiction $\|\boldsymbol{u}\|_{A C}<\|\boldsymbol{u}\|_{A C}$ whenever $\boldsymbol{u} \neq \mathbf{0}$.
2.10. Remark. The case when $\boldsymbol{x}_{0}$ is a regular solution of BVP $\left(\mathscr{P}_{0}\right)$ has appeared to be simple. It is said to be noncritical. The case when $\boldsymbol{x}_{0}$ is not a regular solution of $\left(\mathscr{P}_{0}\right)$ is more complicated and said to be critical.
2.11. The critical case. Let $x_{0} \in A C_{n}$ be a solution to $\operatorname{BVP}\left(\mathscr{P}_{0}\right)$, where $\boldsymbol{F}: C_{n} \rightarrow L_{n}^{1}$ and $\boldsymbol{S}: C_{n} \rightarrow R_{n}$ are continuous operators such that $(2,5)$ holds and $\boldsymbol{F}, \boldsymbol{S}$ $\in C^{2}\left(\mathfrak{B}\left(\mathbf{x}_{0}, \varrho ; C_{n}\right)\right.$ for some $\varrho>0$. Furthermore, $x>0$ and $\boldsymbol{G}: A C_{n} \times[0, x] \rightarrow L_{n}^{1}$ and $\boldsymbol{R}: A C_{n} \times[0, x] \rightarrow R_{n}$ are continuous operators such that $\boldsymbol{G}, \boldsymbol{R}$ $\in C^{1,1}\left(\mathfrak{B}\left(x_{0}, \varrho ; A C_{n}\right) \times[0, x]\right)$. In general, we do not assume that $\mathbf{x}_{0}$ is a regular solution of BVP $\left(\mathscr{P}_{0}\right)$. Let us try to find a solution to $\left(\mathscr{P}_{\varepsilon}\right)$ in the form

$$
\begin{equation*}
\mathbf{x}(t)=\mathbf{x}_{0}(t)+\varepsilon \boldsymbol{\chi}(t) . \tag{2,13}
\end{equation*}
$$

Inserting $(2,13)$ into $(2,1)$ we obtain

$$
\mathbf{x}_{0}^{\prime}+\varepsilon \boldsymbol{\chi}^{\prime}=\boldsymbol{F}\left(\mathbf{x}_{0}\right)+\left(\boldsymbol{F}\left(\mathbf{x}_{0}+\varepsilon \chi\right)-\boldsymbol{F}\left(\mathbf{x}_{0}\right)\right)+\varepsilon \boldsymbol{G}\left(\mathbf{x}_{0}+\varepsilon \chi, \varepsilon\right)
$$

i.e.

$$
\begin{aligned}
\boldsymbol{\chi}^{\prime}= & \int_{0}^{1}\left[\boldsymbol{F}^{\prime}\left(\mathbf{x}_{0}\right)+\left(\boldsymbol{F}^{\prime}\left(\mathbf{x}_{0}+\varepsilon \vartheta \boldsymbol{\chi}\right)-\boldsymbol{F}^{\prime}\left(\mathbf{x}_{0}\right)\right)\right] \boldsymbol{\chi} \mathrm{d} \vartheta \\
& +\boldsymbol{G}\left(\mathbf{x}_{0}, 0\right)+\left(\boldsymbol{G}\left(\mathbf{x}_{0}+\varepsilon \boldsymbol{\chi}, \varepsilon\right)-\mathbf{G}\left(\mathbf{x}_{0}, 0\right)\right) \\
& =\left[\boldsymbol{F}^{\prime}\left(\mathbf{x}_{0}\right)\right] \boldsymbol{\chi}+\mathbf{G}\left(\mathbf{x}_{0}, 0\right)+\varepsilon \boldsymbol{H}(\chi, \varepsilon),
\end{aligned}
$$

where

$$
\begin{gathered}
\boldsymbol{H}(\chi, \varepsilon)=\left(\int_{0}^{1}\left(\int_{0}^{\vartheta} \boldsymbol{F}^{\prime \prime}\left(\mathbf{x}_{0}+\varepsilon \vartheta_{1} \vartheta \chi\right) \mathrm{d} \vartheta_{1}\right) \vartheta \mathrm{d} \vartheta \boldsymbol{\chi}\right) \chi \\
+\left(\int_{0}^{1} \boldsymbol{G}_{x}^{\prime}\left(\mathbf{x}_{0}+\varepsilon \vartheta \chi, \vartheta \varepsilon\right) \mathrm{d} \vartheta\right) \boldsymbol{\chi}+\int_{0}^{1} \mathbf{G}_{\varepsilon}^{\prime}\left(\mathbf{x}_{0}+\varepsilon \vartheta \chi, \vartheta \varepsilon\right) \mathrm{d} \vartheta .
\end{gathered}
$$

Thus $(2,13)$ is a solution to $(2,1)$ on $[0,1]$ if and only if

$$
\begin{equation*}
\boldsymbol{\chi}^{\prime}=\left[\boldsymbol{F}^{\prime}\left(\mathbf{x}_{0}\right)\right] \boldsymbol{\chi}+\boldsymbol{G}\left(\mathbf{x}_{0}, 0\right)+\varepsilon \boldsymbol{H}(\boldsymbol{\chi}, \varepsilon) \tag{2,14}
\end{equation*}
$$

Analogously, $(2,13)$ verifies $(2,2)$ if and only if

$$
\begin{equation*}
\left[\mathbf{S}^{\prime}\left(\mathbf{x}_{0}\right)\right] \chi+\boldsymbol{R}\left(\mathbf{x}_{0}, 0\right)+\varepsilon \mathbf{Q}(\chi, \varepsilon)=\mathbf{0} \tag{2,15}
\end{equation*}
$$

where

$$
\begin{gathered}
\mathbf{Q}(\chi, \varepsilon)=\left(\int_{0}^{1}\left(\int_{0}^{\vartheta} \mathbf{S}^{\prime \prime}\left(\mathbf{x}_{0}+\varepsilon \vartheta_{1} \vartheta \chi\right) \mathrm{d} \vartheta_{1}\right) \vartheta \mathrm{d} \vartheta \boldsymbol{\chi}\right) \chi \\
+\left(\int_{0}^{1} \mathbf{R}_{\boldsymbol{x}}^{\prime}\left(\mathbf{x}_{0}+\varepsilon \vartheta \chi, \vartheta \varepsilon\right) \mathrm{d} \vartheta\right) \boldsymbol{\chi}+\int_{0}^{1} \mathbf{R}_{\varepsilon}^{\prime}\left(\mathbf{x}_{0}+\varepsilon \vartheta \boldsymbol{\chi}, \vartheta \varepsilon\right) \mathrm{d} \vartheta .
\end{gathered}
$$

It follows that the given $\operatorname{BVP}\left(\mathscr{P}_{\varepsilon}\right)$ possesses a solution of the form $(2,13)$ for any $\varepsilon>0$ sufficiently small if and only if the weakly nonlinear problem $(2,14),(2,15)$ possesses a solution for any $\varepsilon>0$ sufficiently small. In particular, a necessary condition for the existence of a solution of the form $(2,13)$ to BVP $\left(\mathscr{P}_{\varepsilon}\right)$ is that the linear nonhomogeneous problem

$$
\chi^{\prime}=\left[\boldsymbol{F}^{\prime}\left(\mathbf{x}_{0}\right)\right] \chi+\boldsymbol{G}\left(\mathbf{x}_{0}, 0\right), \quad\left[\mathbf{S}^{\prime}\left(\mathbf{x}_{0}\right)\right] \chi=\boldsymbol{R}\left(\mathbf{x}_{0}, 0\right)
$$

has a solution. Applying the procedure from I.7.10 to BVP $(2,14),(2,15)$ we should obtain furthermore that BVP $\left(\mathscr{P}_{\varepsilon}\right)$ may possess a solution of the form $(2,13)$ for any $\varepsilon>0$ sufficiently small only if there exists a solution $\gamma_{0}$ of a certain (determining) equation $\boldsymbol{T}_{0}(\gamma)=\mathbf{0}$ for a finite dimensional vector $\gamma$ and if, moreover, $\boldsymbol{F}$ and $\boldsymbol{S} \in C^{3}$, $\boldsymbol{G}$ and $\boldsymbol{R} \in C^{2,1}$ and $\operatorname{det}\left(\left(\partial \boldsymbol{T}_{0} / \partial \gamma\right)\left(\gamma_{0}\right)\right) \neq 0$, then such a solution exists (cf. I.7.11).
The critical case will be treated in more detail in the following paragraph concerning ordinary differential equations with arbitrary side conditions.
2.12. Remark. If $\mathbf{P}:[0,1] \times[0,1] \rightarrow L\left(R_{n}\right)$ is an $L^{1}[B V]$-kernel, $\boldsymbol{f} \in L_{n}^{1}, \boldsymbol{S} \in B\left(A C_{n}, R_{m}\right)$,

$$
\boldsymbol{F}: \mathbf{x} \in A C_{n} \rightarrow \int_{0}^{1} \mathrm{~d}_{s}[\boldsymbol{P}(t, s)] \mathbf{x}(s)+\boldsymbol{f}(t)
$$

$\boldsymbol{G}: A C_{n} \times[0, \chi] \rightarrow L_{n}^{1}, \boldsymbol{R}: A C_{n} \times[0, \chi] \rightarrow R_{m}$, then the weakly nonlinear BVP (cf. V.2.4)

$$
\begin{equation*}
2 \boldsymbol{x}=\binom{\boldsymbol{D} \mathbf{x}-\boldsymbol{P} \mathbf{x}}{\mathbf{S} \mathbf{x}}-\binom{\boldsymbol{f}}{\boldsymbol{r}}=\varepsilon\binom{\boldsymbol{G}(\mathbf{x}, \varepsilon)}{\boldsymbol{R}(\mathbf{x}, \varepsilon)} \tag{2,16}
\end{equation*}
$$

becomes a special case of $\operatorname{BVP}\left(\mathscr{P}_{\varepsilon}\right)$ studied in this section. In particular, if $\boldsymbol{R}$ and $\boldsymbol{G}$ are sufficiently smooth and the limit problem $\left(\mathscr{P}_{0}\right)$ possesses a unique solution for any $\binom{\boldsymbol{f}}{\boldsymbol{r}} \in L_{n}^{p} \times R_{m}$, then by 2.9 BVP $(2,16)$ possesses a unique solution for $\varepsilon>0$ sufficiently small.

Since according to V.1.8, V.2.5 and V.2.8 2: $A C_{n} \rightarrow L_{n}^{1} \times R_{m}$ verifies (I.7,5), the procedure from I.7.10 may be applied to BVP $(2,16)$. Let us mention that in the special case when $\mathbf{P}$ is an $L^{2}[B V]$-kernel, $\boldsymbol{f} \in L_{n}^{2}$ and $R(\boldsymbol{G}) \subset L_{n}^{2}$ the transformation of BVP $\left(\mathscr{P}_{0}\right)$ to an algebraic equation exhibited in section V. 4 may also be used (cf. Tvrdý, Vejvoda [1]).

## 3. Nonlinear boundary value problems for ordinary differential equations

In this section we shall treat special cases of the problems $\left(\mathscr{P}_{\varepsilon}\right)$ from the previous section, namely the problems of the form $\left(\Pi_{\varepsilon}\right)$

$$
\begin{array}{r}
\mathbf{x}^{\prime}=\mathbf{f}(t, \mathbf{x})+\varepsilon \mathbf{g}(t, \mathbf{x}, \varepsilon), \\
\mathbf{S}(\mathbf{x})+\varepsilon \boldsymbol{R}(\mathbf{x}, \varepsilon)=\mathbf{0} \tag{3,2}
\end{array}
$$

and $\left(\Pi_{0}\right)$

$$
\begin{gather*}
\mathbf{x}^{\prime}=\mathbf{f}(t, \mathbf{x})  \tag{3,3}\\
\mathbf{S}(\mathbf{x})=0 \tag{3,4}
\end{gather*}
$$

Our aim is again to obtain conditions for the existence of a solution to the perturbed problem $\left(\Pi_{\varepsilon}\right)$ under the assumption that the limit problem $\left(\Pi_{0}\right)$ possesses a solution. In doing this only such solutions of BVP $\left(\Pi_{\varepsilon}\right)$ are sought which tend to some solution of $\operatorname{BVP}\left(\Pi_{0}\right)$ as $\varepsilon \rightarrow 0+$.

The following assumptions are pertinent.

### 3.1. Assumptions.

(i) $\mathscr{D} \subset R_{n+1}$ and $\mathfrak{D} \subset R_{n+2}$ are open, $x>0$ and $[0,1] \times R_{n} \subset \mathscr{D}, \mathscr{D} \times[0, x] \subset \mathfrak{D}$;
(ii) $\mathbf{f}: \mathscr{D} \rightarrow R_{n}, f \in \operatorname{Car}(\mathscr{D}), \partial \mathbf{f} / \partial \mathbf{x}$ exists on $\mathscr{D}$ and $\partial \mathbf{f} / \partial \mathbf{x} \in \operatorname{Car}(\mathscr{D})$ (cf. 1.2);
(iii) $\mathbf{g}: \mathfrak{D} \rightarrow R_{n}, \mathbf{g} \in \operatorname{Lip}(\mathscr{D} ; 0)$ (i.e. $\mathbf{g}$ is locally lipschitzian in $\mathbf{x}$ near $\varepsilon=0$, $c f .1 .25)$ and if $\tilde{\mathbf{g}}(t, \mathbf{y})=\mathbf{g}(t, \mathbf{x}, \varepsilon)$ for $(t, \mathbf{x}, \varepsilon) \in \mathfrak{D}$ and $\mathbf{y}=(\mathbf{x}, \varepsilon)$, then $\tilde{\mathbf{g}} \in \operatorname{Car}(\mathfrak{D})$;
(iv) $S$ is a continuous mapping of $A C_{n}$ into $R_{n}, S \in C^{1}\left(A C_{n}\right), \boldsymbol{R}$ is a continuous mapping of $A C_{n} \times[0, \chi]$ into $R_{n}$ which is locally lipschitzian in $\mathbf{x}$ near $\varepsilon=0$ (cf. I.7.1).
3.2. Remark. Under the assumptions 3.1 for any $(c, \varepsilon) \in R_{n} \times[0, \chi]$ there exists a unique maximal solution $\mathbf{x}(t)=\psi(t ; 0, c, \varepsilon)$ of $(3,1)$ on $\Delta=\Delta(c, \varepsilon)$ such that $0 \in \Delta$ and $\mathbf{x}(0)=c$ (cf. 1.4, 1.7, 1.11 and 1.13). The set

$$
\tilde{\Omega}_{(\cdot, 0, \cdots)}=\Omega_{0}=\left\{(t, 0, c, \varepsilon) ;(c, \varepsilon) \in R_{n} \times[0, \chi], t \in \Delta(c, \varepsilon)\right\}
$$

is open and the mapping

$$
\xi:(t, c, \varepsilon) \in \Omega_{0} \rightarrow \psi(t ; 0, c, \varepsilon) \in R_{n}
$$

is continuous.
3.3. Notation. In the sequel $\xi(t ; c, \varepsilon)=\psi(t ; 0, c, \varepsilon)$ for $(t, c, \varepsilon) \in \Omega_{0}$. In particular, $\eta(t ; c)=\psi(t ; 0, c, 0)=\varphi(t ; 0, c)$ for $c \in R_{n}$ and $t \in \Delta(c, 0)$.
3.4. Remark. Given $\mathbf{x} \in A C_{n}$, the corresponding variational $\operatorname{BVP}\left(\mathscr{V}_{0}(\mathbf{x})\right)$ to $\left(\Pi_{0}\right)$ is given by the linear ordinary differential equation

$$
\begin{equation*}
\mathbf{u}^{\prime}-\left[\frac{\partial \mathbf{f}}{\partial \mathbf{x}}(t, \mathbf{x}(t))\right] \mathbf{u}=\mathbf{0} \tag{3,5}
\end{equation*}
$$

and by the side condition

$$
\begin{equation*}
\left[\mathbf{S}^{\prime}(\mathbf{x})\right] \mathbf{u}=\mathbf{0} \tag{3,6}
\end{equation*}
$$

According to 1.14 , given a solution $\mathbf{x}(t)=\boldsymbol{\eta}(t ; \mathbf{c})$ to $(3,3)$ on $[0,1]$, the $n \times n$-matrix valued function

$$
\mathbf{A}(t)=\left[\frac{\partial \mathbf{f}}{\partial \mathbf{x}}(t, \boldsymbol{\eta}(t ; \mathbf{c}))\right]
$$

is $L$-integrable on $[0,1]$. Moreover, the $n \times n$-matrix valued function

$$
\boldsymbol{U}(t)=\left[\frac{\partial \boldsymbol{\eta}}{\partial \mathbf{c}}(t ; \mathbf{c})\right]
$$

is the fundamental matrix solution to $(3,5)$ on $[0,1]$ such that $\mathbf{U}(0)=\boldsymbol{I}_{n}$.
3.5. Remark. Let us notice (cf. $1.20-1.27$ ) that under our assumptions 3.1 the operators $\boldsymbol{F}: A C_{n} \rightarrow L_{n}^{1}$ and $\boldsymbol{G}: A C_{n} \times[0, \chi] \rightarrow L_{n}^{1}$ defined as in 1.21 fulfil all the corresponding assumptions of theorems 2.3 and 2.7 (with $A C_{n}$ in place of $C_{n}$ ). Moreover, if $\boldsymbol{x}(t)=\boldsymbol{\eta}(t ; \boldsymbol{c})$ and the variational $\operatorname{BVP}\left(\mathscr{V}_{0}(\boldsymbol{x})\right)$ given now by $(3,5)$, $(3,6)$ has only the trivial solution, then according to V.3.12 the linear operator

$$
\mathscr{F}^{\prime}(\mathbf{x}): \mathbf{u} \in A C_{n} \rightarrow\binom{\mathbf{u}^{\prime}-[(\partial \boldsymbol{f} / \partial \mathbf{x})(t, \mathbf{x}(t))] \mathbf{u}}{\left[\mathbf{S}^{\prime}(\mathbf{x})\right] \mathbf{u}} \in L_{n}^{1} \times R_{n}
$$

possesses a bounded inverse. Thus applying the same argument as in the proofs of Theorems 2.3 and 2.7 we can prove the following assertion.
3.6. Theorem. Let 3,1 hold. Let $\mathbf{x}_{0}$ be a solution to $B V P\left(\Pi_{0}\right)$ and let the corresponding variational $B V P\left(\mathscr{V}_{0}\left(\mathbf{x}_{0}\right)\right)$ possess only the trivial solution. Then $\mathbf{x}_{0}$ is an isolated solution of $\left(\Pi_{0}\right)$ and for $\varepsilon>0$ sufficiently small BVP $\left(\Pi_{\varepsilon}\right)$ has a solution $\mathbf{x}(\varepsilon)$ which is continuous in $\varepsilon$ and tends to $\mathbf{x}_{0}$ as $\varepsilon \rightarrow 0+$.

To obtain some results also for the critical case we shall strengthen our hypotheses.
3.7. Assumptions. For any $i, j=1,2, \ldots, n$ possesses on $\mathscr{D}$ the partial derivatives $\partial^{2} f /\left(\partial x_{i} \partial x_{j}\right)$ with respect to the components $x_{j}$ of $\mathbf{x}$ and $\partial^{2} f /\left(\partial x_{i} \partial x_{j}\right) \in \operatorname{Car}(\mathscr{D})$ $(i, j=1,2, \ldots, n)$. Furthermore, $\partial \mathbf{g} / \partial \mathbf{x}$ exists on $\mathfrak{D}$ and if $\boldsymbol{h}(t, \mathbf{y})=(\partial \mathbf{g} / \partial \mathbf{x})(t, \mathbf{x}, \varepsilon)$ for $(t, \mathbf{x}, \varepsilon) \in \mathfrak{D}$ and $\mathbf{y}=(\mathbf{x}, \varepsilon)$, then $\boldsymbol{h} \in \operatorname{Car}(\mathfrak{D})$.
$\boldsymbol{S} \in C^{2}\left(A C_{n}\right)$ and $\boldsymbol{R} \in C^{1,0}\left(A C_{n} \times[0, \chi]\right)$ (i.e. given $(\mathbf{x}, \varepsilon) \in A C_{n} \times[0, \chi], \boldsymbol{R}_{x}^{\prime}(\mathbf{x}, \varepsilon)$ exists and the mapping $(\mathbf{x}, \varepsilon) \in A C_{n} \times[0, \chi] \rightarrow \boldsymbol{R}_{\mathbf{x}}^{\prime}(\mathbf{x}, \varepsilon) \in B\left(A C_{n}, R_{n}\right)$ is continuous $)$.

The following lemma provides the principal tool for proving theorems on the existence of solutions to BVP $\left(\Pi_{\varepsilon}\right)$ in the critical case. It establishes the variation-of-constants method for nonlinear equations.
3.8. Lemma. Let 3.1 and 3.7 hold. Let the equation $(3,3)$ possess a solution $\mathbf{x}_{0}(t)$ $=\boldsymbol{\eta}\left(t ; \boldsymbol{c}_{0}\right)$ on $[0,1]$. Then there exist $\varrho_{0}>0$ and $x_{0}>0$ such that for any $(\mathbf{c}, \varepsilon)$ $\in \mathfrak{B}\left(\boldsymbol{c}_{0}, \varrho_{0} ; R_{n}\right) \times\left[0, x_{0}\right]$ the equation $(3,1)$ possesses a unique solution $\mathbf{x}(t)$ on $[0,1]$ such that $\mathbf{x}(0)=\mathbf{c}$. This solution is given by

$$
\begin{equation*}
\mathbf{x}(t)=\boldsymbol{\xi}(t ; \boldsymbol{c}, \varepsilon)=\boldsymbol{\eta}(t ; \boldsymbol{\beta}(t ; \boldsymbol{c}, \varepsilon)) \quad \text { on }[0,1], \tag{3,7}
\end{equation*}
$$

where for any $(\mathbf{c}, \varepsilon) \in \mathfrak{B}\left(\boldsymbol{c}_{0}, \varrho_{0} ; R_{n}\right) \times\left[0, \chi_{0}\right] \quad \mathbf{b}(t)=\boldsymbol{\beta}(t, \mathbf{c}, \varepsilon)$ is a unique solution to

$$
\begin{equation*}
\boldsymbol{b}^{\prime}=\varepsilon\left[\frac{\partial \boldsymbol{\eta}}{\partial \boldsymbol{c}}(t ; \boldsymbol{b})\right]^{-1} \mathbf{g}(t, \boldsymbol{\eta}(t ; \boldsymbol{b}), \varepsilon) \tag{3,8}
\end{equation*}
$$

on $[0,1]$ such that $\boldsymbol{b}(0)=\mathbf{c}$. The mapping $(t, \boldsymbol{c}, \varepsilon) \in \mathfrak{B}=[0,1] \times \mathfrak{B}\left(\boldsymbol{c}_{0}, \varrho_{0} ; R_{n}\right)$ $\times\left[0, \varkappa_{0}\right] \rightarrow \boldsymbol{\beta}(t ; \mathbf{c}, \varepsilon) \in R_{n}$ is continuous and possesses the Jacobi matrix $(\partial \boldsymbol{\beta} / \partial \mathbf{c})(t ; \mathbf{c}, \varepsilon)$ continuous in $(t, \mathbf{c}, \varepsilon)$ on $\mathfrak{B}$.

Proof. (a) According to 1.12 there exist an open subset $\Omega \in R_{n+1}$ and $\delta>0$ such that $\boldsymbol{\eta}(t ; \boldsymbol{c})$ is defined for any $(t, \boldsymbol{c}) \in \Omega$ and $[0,1] \times \mathfrak{B}\left(\boldsymbol{c}_{0}, \delta ; R_{n}\right) \subset \Omega$. Furthermore, in virtue of 1.16 the Jacobi matrix $\mathbf{U}(t, \mathbf{c})=(\partial \boldsymbol{\eta} / \partial \mathbf{c})(t ; \boldsymbol{c})$ and its partial derivatives $\partial \mathbf{U}(t, \mathbf{c}) / \partial c_{j}(j=1,2, \ldots, n)$ with respect to the components $c_{j}$ of $\boldsymbol{c}$ exist and are continuous on $\Omega$. Since by $1.15 \mathbf{U}^{-1}(t, \mathbf{c})$ exists on $\Omega$ and for any $j=1,2, \ldots, n$ and $(t, c) \in \Omega$

$$
\mathbf{0}=\frac{\partial}{\partial c_{j}}\left(\mathbf{U}(t, \mathbf{c}) \mathbf{U}^{-1}(t, \mathbf{c})\right)=\left(\frac{\partial}{\partial c_{j}} \mathbf{U}(t, \mathbf{c})\right) \mathbf{U}^{-1}(t, \mathbf{c})+\mathbf{U}(t, \mathbf{c})\left(\frac{\partial}{\partial c_{j}} \mathbf{U}^{-1}(t, \mathbf{c})\right),
$$

$\mathbf{U}^{-1}(t, \mathbf{c})$ possesses on $\Omega$ all the partial derivatives

$$
\frac{\partial}{\partial c_{j}} \mathbf{U}^{-1}(t, \mathbf{c})=-\mathbf{U}^{-1}(t, \mathbf{c})\left(\frac{\partial}{\partial c_{j}} \boldsymbol{U}(t, \mathbf{c})\right) \mathbf{U}^{-1}(t, \mathbf{c}) \quad(j=1,2, \ldots, n)
$$

It is easy to see now that the right-hand side

$$
\begin{equation*}
\boldsymbol{h}(t, \mathbf{b}, \varepsilon)=\varepsilon \mathbf{U}^{-1}(t, \mathbf{b}) \mathbf{g}(t, \boldsymbol{\eta}(t ; \boldsymbol{b}), \varepsilon) \tag{3,9}
\end{equation*}
$$

of $(3,8)$ possesses the Jacobi matrix $(\partial \mathbf{h} / \partial \mathbf{b})(t, \boldsymbol{b}, \varepsilon)$ on some open subset $\tilde{\Omega}$ of $R_{n+2}$ such that $\Omega \times[0, \chi] \subset \widetilde{\Omega}$ and if we put $\chi(t, \boldsymbol{\mu})=(\partial \mathbf{h} / \partial \mathbf{b})(t, \boldsymbol{b}, \varepsilon)$ for $\boldsymbol{\mu}=(\mathbf{b}, \varepsilon)$ and $(t, \mu) \in \widetilde{\Omega}$, then $\chi \in \operatorname{Car}(\widetilde{\Omega})$. By 1.14 (cf. also 1.17) this implies that for any $(c, \varepsilon) \in R_{n}$ $\times[0, \chi]$ sufficiently close to $\left(c_{0}, 0\right)$ the equation $(3,8)$ possesses a unique solution $\mathbf{b}(t)=\boldsymbol{\beta}(t ; \boldsymbol{c}, \varepsilon)$ on $[0,1]$ such that $\boldsymbol{b}(0)=\boldsymbol{c}$. Moreover, since for $\varepsilon=0, \boldsymbol{b}(t) \equiv \boldsymbol{c}_{0}$ is a solution to $(3,8)$ on $[0,1]$, there exist $\varrho_{0}>0$ and $\chi_{0}>0$ such that $\boldsymbol{\beta}(t ; \boldsymbol{c}, \varepsilon)$ is defined and possesses the required properties on $\mathfrak{B}=[0,1] \times \mathfrak{B}\left(\boldsymbol{c}_{0}, \varrho_{0} ; R_{n}\right)$ $\times\left[0, \varkappa_{0}\right]$ and in addition $|\boldsymbol{\beta}(t, \mathbf{c}, \varepsilon)| \leq \delta$ for any $(t, \mathbf{c}, \varepsilon) \in \mathfrak{B}$.
(b) Let $(\mathbf{c}, \varepsilon) \in \mathfrak{B}\left(\boldsymbol{c}_{0}, \varrho_{0} ; R_{n}\right) \times[0, \chi]$. By the first part of the proof $(3,7)$ is defined on $[0,1]$ and according to the definitions of $\boldsymbol{\eta}(t, \mathbf{c})$ and $\boldsymbol{\beta}(t ; \boldsymbol{c}, \varepsilon)$

$$
\begin{gathered}
\mathbf{x}^{\prime}(t)=\frac{\partial \boldsymbol{\eta}}{\partial t}(t ; \boldsymbol{\beta}(t ; \mathbf{c}, \varepsilon))+\frac{\partial \boldsymbol{\eta}}{\partial \mathbf{c}}(t ; \boldsymbol{\beta}(t ; \mathbf{c}, \varepsilon)) \frac{\partial \boldsymbol{\beta}}{\partial t}(t ; \mathbf{c}, \varepsilon) \\
=\boldsymbol{f}(t, \boldsymbol{\eta}(t ; \boldsymbol{\beta}(t ; \mathbf{c}, \varepsilon)))+\varepsilon \mathbf{g}(t ; \boldsymbol{\beta}(t ; \mathbf{c}, \varepsilon)), \varepsilon) \quad \text { for a.e. } t \in[0,1],
\end{gathered}
$$

while $\boldsymbol{x}(0)=\boldsymbol{\eta}(0 ; \boldsymbol{\beta}(0 ; \boldsymbol{c}, \varepsilon))=\boldsymbol{\eta}(0 ; \boldsymbol{c})=\boldsymbol{c}$. Since $(3,1)$ possesses obviously the property $(\mathscr{U})$, it means that

$$
\mathbf{x}(t)=\boldsymbol{\eta}(t ; \boldsymbol{\beta}(t ; \mathbf{c}, \varepsilon))=\boldsymbol{\xi}(t ; \mathbf{c}, \varepsilon) \quad \text { on }[0,1] .
$$

3.9. Notation. $\mathscr{N}$ denotes the naturally ordered set $\{1,2, \ldots, n\}$. If $\mathscr{I}$ is a naturally ordered subset of $\mathscr{N}$, then $\mathscr{N} \backslash \mathscr{I}$ denotes the naturally ordered complement of $\mathscr{I}$ with respect to $\mathscr{N}$. The number of elements of a set $\mathscr{I} \subset \mathscr{N}$ is denoted by $v(\mathscr{I})$. Let $\boldsymbol{C}=\left(c_{i, j}\right)_{i, j=1,2 \ldots, n} \in L\left(R_{n}\right)$ and let $\mathscr{I}=\left\{i_{1}, i_{2}, \ldots, i_{p}\right\}$ and $\mathscr{J}=\left\{j_{1}, j_{2}, \ldots, j_{q}\right\}$ be naturally ordered subsets of $\mathcal{N}$, then $\boldsymbol{C}_{\mathscr{g}, \mathscr{I}}$ denotes the $p \times q$-matrix $\left(d_{k, l}\right)_{k=1,2, \ldots, p ; l=1,2, \ldots, q}$, where $d_{k, l}=c_{i_{k}, j_{l}}$ for $k=1,2, \ldots, p$ and $l=1,2, \ldots, q$. In particular, if $\boldsymbol{b} \in R_{n}\left(\boldsymbol{b}=\left(b_{1}, b_{2}, \ldots, b_{n}\right)^{*}\right)$, then $\boldsymbol{b}_{\mathcal{I}}$ denotes the $p$-vector $\left(d_{1}, d_{2}, \ldots, d_{p}\right)^{*}$, where $d_{k}=b_{i_{k}}$ for $k=1,2, \ldots, p$. (Analogously for matrix or vector valued functions and operators.)
3.10. Remark. Let $\boldsymbol{x}_{0}(t)=\boldsymbol{\eta}\left(t ; \boldsymbol{c}_{0}\right)$ be a solution to the limit problem $\left(\Pi_{0}\right)$ and let the corresponding variational $\operatorname{BVP}\left(\mathscr{V}_{0}\left(\boldsymbol{x}_{0}\right)\right)$ possess exactly $k$ linearly independent solutions on $[0,1]\left(\operatorname{dim} N\left(\mathscr{F}^{\prime}\left(\mathbf{x}_{0}\right)\right)=k\right)$. This means that $\operatorname{rank}\left(\Delta\left(\boldsymbol{c}_{0}\right)\right)=n-k$, where

$$
\Delta\left(\boldsymbol{c}_{0}\right)=\left[\boldsymbol{s}^{\prime}\left(\boldsymbol{x}_{0}\right)\right] \frac{\partial \boldsymbol{\eta}}{\partial \mathbf{c}}\left(. ; \boldsymbol{c}_{0}\right)
$$

denotes the $n \times n$-matrix formed by the columns $\left[\mathbf{S}^{\prime}\left(\boldsymbol{x}_{0}\right)\right] \mathbf{u}_{j}\left(\mathbf{u}_{j}(t)=\left(\partial \boldsymbol{\eta} / \partial \boldsymbol{c}_{j}\right)\left(t ; \boldsymbol{c}_{0}\right)\right.$ on $[0,1] ; j=1,2, \ldots, n)$. Hence there exist naturally ordered subsets $\mathscr{I}, \mathscr{J}$ of $\mathscr{N}=\{1,2, \ldots, n\}$ with $k$ elements such that

$$
\operatorname{det}\left(\Delta\left(\boldsymbol{c}_{0}\right)\right)_{\mathcal{N} \backslash \mathscr{\mathscr { C }}, \mathcal{N} \backslash \mathcal{F}} \neq 0
$$

Let us denote $\left(\boldsymbol{c}_{0}\right)_{\mathscr{F}}=\gamma_{0}$ and $\left(\boldsymbol{c}_{0}\right)_{\mathcal{N} \backslash \mathcal{G}}=\boldsymbol{\delta}_{0}$. Since for any $\boldsymbol{c} \in R_{n}$ sufficiently close to $\boldsymbol{c}_{0}$ the value of the Jacobi matrix of the function $\boldsymbol{d} \in R_{n} \rightarrow \mathbf{S}(\boldsymbol{\eta}(. ; \boldsymbol{d})) \in R_{n}$ is given by $\left[\mathbf{S}^{\prime}(\boldsymbol{\eta}(. ; \mathbf{c}))\right](\partial \boldsymbol{\eta} / \partial \mathbf{c})(. ; \mathbf{c})$, the Implicit Function Theorem yields that there exist $\sigma>0$ and a function $\boldsymbol{p}_{0}: \mathfrak{B}\left(\gamma_{0}, \sigma ; R_{k}\right)=\Gamma \rightarrow R_{n-k}$ such that $\boldsymbol{p}_{0}\left(\gamma_{0}\right)=\boldsymbol{\delta}_{0}$, $\left(\partial \boldsymbol{p}_{0} / \partial \gamma\right)(\gamma)$ exists and is continuous on $\Gamma\left(\boldsymbol{p}_{0} \in C^{1}(\Gamma)\right)$ and if the function $\boldsymbol{q}_{0}: \Gamma \rightarrow R_{n}$ is defined by $\left(\boldsymbol{q}_{0}(\gamma)\right)_{\mathscr{J}}=\gamma$ and $\left(\boldsymbol{q}_{0}(\gamma)\right)_{\mathcal{N} \backslash \mathcal{I}}=\boldsymbol{p}_{0}(\gamma)$, then

$$
\boldsymbol{S}_{\mathcal{N} \backslash \mathcal{H}}\left(\boldsymbol{\eta}\left(. ; \boldsymbol{q}_{0}(\gamma)\right)\right)=\mathbf{0} \quad \text { for any } \quad \gamma \in \Gamma .
$$

If also $\boldsymbol{S}_{\mathscr{A}}\left(\boldsymbol{\eta}\left(. ; \boldsymbol{q}_{0}(\gamma)\right)\right)=\mathbf{0}$ for any $\boldsymbol{\gamma} \in \Gamma$, then $\mathbf{x}(t)=\boldsymbol{\eta}\left(t ; \boldsymbol{q}_{0}(\gamma)\right)$ is a solution to $\left(\Pi_{0}\right)$ for any $\gamma \in \Gamma$.
3.11. Theorem. Let the assumptions 3.1 and 3.7 hold. In addition, let us assume
(i) there exist an integer $k, 0<k<n$, a naturally ordered subset $\mathscr{J}$ of $\mathcal{N}$ with $k$ elements $(v(\mathscr{J})=k)$, an open set $\Gamma \subset R_{k}$ and a function $\mathbf{p}_{0}: \Gamma \rightarrow R_{n-k}$ such that $\left(\partial \mathbf{p}_{0} / \partial \gamma\right)(\gamma)$ exists and is continuous on $\Gamma$ and if $\boldsymbol{q}_{0}: \Gamma \rightarrow R_{n}$ is defined by $\left(\boldsymbol{q}_{0}(\gamma)\right)_{\boldsymbol{g}}=\gamma$ and $\left(\boldsymbol{q}_{0}(\gamma)\right)_{\mathcal{N} \backslash \boldsymbol{g}}=\boldsymbol{p}_{0}(\gamma)$, then the function $t \in[0,1] \rightarrow \boldsymbol{\eta}\left(t ; \boldsymbol{q}_{0}(\gamma)\right) \in R_{n}$ is a solution to $B V P\left(\Pi_{0}\right)$ for any $\gamma \in \Gamma$;
(ii) $\operatorname{rank}\left(\left[\mathbf{S}^{\prime}\left(\boldsymbol{\eta}\left(. ; \boldsymbol{q}_{0}(\gamma)\right)\right)\right](\partial \boldsymbol{\eta} / \partial \mathbf{c})\left(. ; \boldsymbol{q}_{0}(\gamma)\right)=n-k\right.$ for any $\boldsymbol{\gamma} \in \Gamma$.

Let $\mathscr{I}$ be a naturally ordered subset of $\mathcal{N}$ with $k$ elements such that

$$
\begin{equation*}
\operatorname{rank}\left(\left[\boldsymbol{S}^{\prime}\left(\boldsymbol{\eta}\left(. ; \boldsymbol{q}_{0}(\gamma)\right)\right)\right] \frac{\partial \boldsymbol{\eta}}{\partial \mathbf{c}}\left(. ; \boldsymbol{q}_{0}(\gamma)\right)\right)_{\mathcal{N} \backslash \boldsymbol{\mathcal { I }}, \mathcal{N}}=n-k \tag{3,10}
\end{equation*}
$$

and let $\boldsymbol{\Theta}: \Gamma \rightarrow L\left(R_{n-k}, R_{k}\right)$ be a matrix valued function such that

$$
\begin{align*}
& \left(\left[\boldsymbol{S}^{\prime}\left(\boldsymbol{\eta}\left(. ; \boldsymbol{q}_{0}(\gamma)\right)\right)\right] \frac{\partial \boldsymbol{\eta}}{\partial \boldsymbol{c}}\left(. ; \boldsymbol{q}_{0}(\gamma)\right)\right)_{\mathcal{I}_{\mathcal{N}} \mathcal{N}}  \tag{3,11}\\
= & \boldsymbol{\Theta}(\gamma)\left(\boldsymbol{S}^{\prime}\left(\boldsymbol{\eta}\left(. ; \boldsymbol{q}_{0}(\gamma)\right)\right) \frac{\partial \boldsymbol{\eta}}{\partial \boldsymbol{c}}\left(. ; \boldsymbol{q}_{0}(\gamma)\right)\right)_{\mathcal{N} \backslash \boldsymbol{\mathcal { O } , \mathcal { N }}}
\end{align*}
$$

$$
\text { for any } \quad \gamma \in \Gamma .
$$

Then the mapping

$$
\begin{align*}
\boldsymbol{T}_{0} & : \gamma \in \Gamma \subset R_{k} \rightarrow\left(\left[\boldsymbol{S}^{\prime}\left(\boldsymbol{\eta}\left(. ; \boldsymbol{q}_{0}(\gamma)\right)\right)\right] \frac{\partial \boldsymbol{\eta}}{\partial \mathbf{c}}\left(. ; \boldsymbol{q}_{0}(\gamma)\right) \zeta_{\gamma}+\boldsymbol{R}\left(\boldsymbol{\eta}\left(. ; \boldsymbol{q}_{0}(\gamma)\right), 0\right)\right)_{\boldsymbol{I}}  \tag{3,12}\\
& -\boldsymbol{\Theta}(\gamma)\left(\left[\mathbf{S}^{\prime}\left(\boldsymbol{\eta}\left(. ; \boldsymbol{q}_{0}(\gamma)\right)\right)\right] \frac{\partial \boldsymbol{\eta}}{\partial \boldsymbol{c}}\left(. ; \boldsymbol{q}_{0}(\gamma)\right) \zeta_{\gamma}+\boldsymbol{R}\left(\boldsymbol{\eta}\left(. ; \boldsymbol{q}_{0}(\gamma)\right), 0\right)\right)_{\mathcal{N} \backslash \mathscr{I}} \in R_{k}
\end{align*}
$$

where

$$
\zeta_{\gamma}(t)=\int_{0}^{t}\left[\frac{\partial \boldsymbol{\eta}}{\partial \mathbf{c}}\left(\tau ; \boldsymbol{q}_{0}(\gamma)\right)\right]^{-1} \boldsymbol{g}\left(\tau, \boldsymbol{\eta}\left(\tau ; \boldsymbol{q}_{0}(\gamma)\right), 0\right) \mathrm{d} \tau \quad \text { on }[0,1] \text {, }
$$

possesses the Jacobi matrix $\left(\partial \boldsymbol{T}_{0} / \partial \gamma\right)(\gamma)$ on $\Gamma$.
If, moreover, the equation

$$
\begin{equation*}
\boldsymbol{T}_{0}(\gamma)=\mathbf{0} \tag{3,13}
\end{equation*}
$$

possesses a solution $\gamma_{0} \in \Gamma$ such that

$$
\begin{equation*}
\operatorname{det}\left(\frac{\partial \boldsymbol{T}_{0}}{\partial \gamma}\left(\gamma_{0}\right)\right) \neq 0 \tag{3,14}
\end{equation*}
$$

then there exists for any $\varepsilon>0$ sufficiently small a unique solution $\boldsymbol{x}_{\varepsilon}(t)=\boldsymbol{\xi}(t ; \boldsymbol{c}(\varepsilon), \varepsilon)$ of $B V P\left(\Pi_{\varepsilon}\right)$ which is continuous in $\varepsilon$ and tends to $\boldsymbol{\eta}\left(t ; \boldsymbol{q}_{0}\left(\gamma_{0}\right)\right)$ uniformly on $[0,1]$ as $\varepsilon \rightarrow 0+$.

Proof. (a) Let us put

$$
\boldsymbol{\Delta}_{0}(\gamma)=\left[\mathbf{S}^{\prime}\left(\boldsymbol{\eta}\left(. ; \boldsymbol{q}_{\mathbf{0}}(\gamma)\right)\right)\right] \frac{\partial \boldsymbol{\eta}}{\partial \mathbf{c}}\left(. ; \boldsymbol{q}_{0}(\gamma)\right) \quad \text { for } \quad \gamma \in \Gamma .
$$

We shall show that

$$
\begin{equation*}
\operatorname{det}\left(\left(\Delta_{0}(\gamma)\right)_{\mathcal{N} \backslash \mathcal{S}, \mathcal{N} \backslash \boldsymbol{g}}\right) \neq 0 \quad \text { for any } \quad \gamma \in \Gamma \tag{3,15}
\end{equation*}
$$

In fact, if there were $\operatorname{det}\left(\Delta_{0}\left(\gamma_{1}\right)\right)_{\mathcal{N} \backslash \mathcal{S}, \mathcal{N} \backslash \boldsymbol{g}}=0$, then $h \in \mathscr{I}$ and $\mu \in R_{n-k-1}$ should exist such that

$$
\begin{equation*}
\left(\Delta_{0}\left(\gamma_{1}\right)_{h, \mathcal{N} \backslash \mathcal{I}}=\mu^{*}\left(\Delta_{0}\left(\gamma_{1}\right)\right)_{\boldsymbol{x}, \mathcal{N} \backslash \mathcal{I}}\right. \tag{3,16}
\end{equation*}
$$

where $\mathscr{H}=(\mathscr{N} \backslash \mathscr{I}) \backslash\{h\}$. On the other hand, according to our assumptions and the definition of $\boldsymbol{\eta}(t, \boldsymbol{c})$

$$
\begin{equation*}
\mathbf{S}\left(\boldsymbol{\eta}\left(. ; \boldsymbol{q}_{0}(\gamma)\right)=\mathbf{0} \quad \text { for any } \quad \gamma \in \Gamma .\right. \tag{3,17}
\end{equation*}
$$

Differentiating the identity $(3,17)$ with respect to $\gamma$, we obtain

$$
\Delta_{0}(\gamma) \frac{\partial \boldsymbol{q}_{0}}{\partial \gamma}(\gamma)=\left(\Delta_{0}(\gamma)\right)_{\mathcal{N}, \mathcal{N} \backslash \boldsymbol{g}} \frac{\partial \mathbf{p}_{0}}{\partial \gamma}(\gamma)+\left(\Delta_{0}(\gamma)\right)_{\mathcal{N}, \boldsymbol{g}}=0
$$

for any $\gamma \in \Gamma$. By $(3,16)$

$$
\begin{gathered}
\left(\Delta_{0}\left(\gamma_{1}\right)\right)_{h \mathscr{g}}=-\left(\Delta_{0}\left(\gamma_{1}\right)\right)_{h, \mathcal{N} \backslash \mathcal{J}} \frac{\partial \mathbf{p}_{0}}{\partial \gamma}\left(\gamma_{1}\right) \\
=-\mu^{*}\left(\Delta_{0}\left(\gamma_{1}\right)\right)_{\mathscr{X}, \mathcal{N} \backslash \mathcal{F}} \frac{\partial \mathbf{p}_{0}}{\partial \gamma}\left(\gamma_{1}\right)=\mu^{*}\left(\Delta_{0}\left(\gamma_{1}\right)\right)_{\mathscr{H}, \mathcal{I}}
\end{gathered}
$$

i.e.

$$
\left(\boldsymbol{\Delta}_{0}\left(\gamma_{1}\right)_{h, \mathcal{N}}=\boldsymbol{\mu}^{*}\left(\boldsymbol{\Delta}_{0}\left(\gamma_{1}\right)\right)_{\mathscr{X}, \mathcal{N}}\right.
$$

and $\operatorname{rank}\left(\Delta_{0}\left(\gamma_{1}\right)\right)_{\mathcal{N} \backslash \mathcal{G}, \mathcal{N}} \leq n-k-1$. This being a contradiction to $(3,10),(3,15)$ has to hold.
(b) Since $(3,10)$ is assumed, for any $\gamma \in \Gamma$ there exist a $k \times(n-k)$-matrix $\Theta(\gamma)$ such that $(3,11)$ holds on $\Gamma$, i.e.

$$
\left(\Delta_{0}(\gamma)\right)_{\mathscr{J}, \mathcal{N}}=\boldsymbol{\Theta}(\gamma)\left(\boldsymbol{\Delta}_{0}(\gamma)\right)_{\mathcal{N} \backslash \boldsymbol{S}, \mathcal{N}} \quad \text { on } \Gamma .
$$

In particular,

$$
\left(\Delta_{0}(\gamma)\right)_{\boldsymbol{g}, \mathcal{N} \backslash \boldsymbol{g}}=\Theta(\gamma)\left(\Delta_{0}(\gamma)\right)_{\mathcal{N} \backslash \boldsymbol{G}, \mathcal{N} \backslash \boldsymbol{g}}
$$

and

$$
\begin{equation*}
\Theta(\gamma)=\left(\Delta_{0}(\gamma)\right)_{\mathcal{S}, \mathcal{N} \backslash g}\left(\Delta_{0}(\gamma)\right)_{\mathcal{M} \mid \mathcal{S}, \mathcal{N} \backslash g} \quad \text { on } \Gamma . \tag{3,18}
\end{equation*}
$$

It is easy to verify that under our assumptions all the partial derivatives $\left(\partial \boldsymbol{A}_{0} / \partial \gamma_{j}\right)(\gamma)$ $(j=1,2, \ldots, k)$ exist and are continuous on $\Gamma$. Clearly, for any $j=1,2, \ldots, n$

$$
\frac{\partial}{\partial \gamma_{j}}\left(\Delta_{0}(\gamma)\right)^{-1}=-\left(\Delta_{0}(\gamma)\right)^{-1}\left(\frac{\partial}{\partial \gamma_{j}}\left(\Delta_{0}(\gamma)\right)\right)\left(\Delta_{0}(\gamma)\right)^{-1} \quad \text { on } \Gamma
$$

and in virtue of $(3,18)$ also the $k \times(n-k)$-matrix function $\boldsymbol{\Theta}(\gamma)$ possesses all the partial derivatives $\left(\partial \boldsymbol{\Theta} / \partial \gamma_{j}\right)(\gamma)(j=1,2, \ldots, n)$ on $\Gamma$ and they are continuous on $\Gamma$. This implies that the function $T_{0}: \Gamma \subset R_{k} \rightarrow R_{k}$ defined by $(3,12)$ possesses the Jacobi matrix $\left(\partial \boldsymbol{T}_{0} / \partial \gamma\right)(\gamma)$ on $\Gamma$ and it is continuous on $\Gamma$.
(c) According to the definition of $\xi(t, \mathbf{c}, \varepsilon)$ an $n$-vector valued function $\boldsymbol{x}(t)$ is a solution to $\operatorname{BVP}\left(\Pi_{\varepsilon}\right)$ if and only if $\boldsymbol{x}(t)=\xi(t ; \boldsymbol{c}, \varepsilon)$ on $[0,1]$ and $\boldsymbol{c} \in R_{n}$ fulfils the equation

$$
\begin{equation*}
\mathbf{W}(\boldsymbol{c}, \varepsilon) \equiv \mathbf{S}(\xi(. ; \boldsymbol{c}, \varepsilon))+\varepsilon \boldsymbol{R}(\xi(. ; c, \varepsilon), \varepsilon)=\mathbf{0} . \tag{3,19}
\end{equation*}
$$

The mappings $\mathbf{W}: R_{n} \times[0, \chi] \rightarrow R_{n}$ and $\partial \mathbf{W} / \partial \mathbf{c}: R_{n} \times[0, \chi] \rightarrow L\left(R_{n}\right)$ are clearly continuous.
Let $\gamma_{0} \in \Gamma$ be such that $\boldsymbol{T}_{0}\left(\gamma_{0}\right)=\mathbf{0}$. Then $\boldsymbol{W}\left(\boldsymbol{q}_{0}\left(\gamma_{0}\right), 0\right)=\mathbf{0}$. Furthermore, since

$$
\frac{\partial \mathbf{W}}{\partial \mathbf{c}}\left(\boldsymbol{q}_{0}(\gamma), 0\right)=\Delta_{0}(\gamma) \quad \text { on } \Gamma
$$

$(3,15)$ means

$$
\operatorname{det}\left(\frac{\partial \mathbf{W}}{\partial \mathbf{c}}\left(\boldsymbol{q}_{0}(\gamma), 0\right)\right)_{\mathcal{N} \backslash \mathscr{Y}, \mathcal{N} \backslash \boldsymbol{J}} \neq 0 \quad \text { on } \Gamma .
$$

It follows that there are $\varrho_{1}>0$ and $\chi_{1}>0$ such that

$$
\operatorname{det}\left(\frac{\partial \mathbf{W}}{\partial \mathbf{c}}(\mathbf{c}, \varepsilon)\right)_{\mathcal{N} \backslash \boldsymbol{\mathscr { L }}, \mathcal{N} \backslash \boldsymbol{g}} \neq 0
$$

for all $(\mathbf{c}, \varepsilon) \in \mathfrak{B}_{1}=\mathfrak{B}\left(\boldsymbol{c}_{0}, \varrho_{1} ; R_{n}\right) \times\left[0, x_{1}\right]$. By the Implicit Function Theorem there exist $\varrho_{2}>0, x_{2}>0, \chi_{2} \leq \chi_{1}$, and a unique function $\boldsymbol{p}: \mathfrak{B}_{2}=\mathfrak{B}\left(\gamma_{0}, \varrho_{2} ; R_{k}\right)$ $\times\left[0, \chi_{2}\right] \rightarrow R_{n-k}, \boldsymbol{p} \in C^{1,0}\left(\mathfrak{B}_{2}\right)$ such that if $(\boldsymbol{q}(\gamma, \varepsilon))_{\mathscr{I}}=\gamma$ and $(\boldsymbol{q}(\gamma, \varepsilon))_{\mathcal{N} \backslash \mathscr{I}}=\boldsymbol{p}(\gamma, \varepsilon)$, then $\boldsymbol{q}(\gamma, \varepsilon) \in \mathfrak{B}\left(\boldsymbol{c}_{0}, \varrho_{1} ; R_{n}\right)$ and

$$
\begin{equation*}
\mathbf{W}_{\mathcal{N} \backslash \boldsymbol{\mathcal { A }}}(\boldsymbol{q}(\gamma, \varepsilon), \varepsilon)=\mathbf{0} \quad \text { for any } \quad(\gamma, \varepsilon) \in \mathfrak{B}_{2} \tag{3,20}
\end{equation*}
$$

and $\boldsymbol{q}(\gamma, 0)=\boldsymbol{q}_{0}(\gamma)$ on $\mathfrak{B}\left(\gamma_{0}, \varrho_{2} ; R_{k}\right)$.
(d) By 3.8 for any $t \in[0,1]$ and $(c, \varepsilon)$ sufficiently close to $\left(\boldsymbol{c}_{0}, 0\right)$ the function $\boldsymbol{\xi}(t ; \boldsymbol{c}, \varepsilon)=\boldsymbol{\eta}(t ; \boldsymbol{\beta}(t ; \mathbf{c}, \varepsilon))$, where $\boldsymbol{b}(t)=\boldsymbol{\beta}(t ; \mathbf{c}, \varepsilon)$, is the solution of $(3,8)$ on $[0,1]$ such that $\boldsymbol{b}(0)=\boldsymbol{c}$. We may assume that this is true for $(\boldsymbol{c}, \varepsilon) \in \mathfrak{B}_{1}$. Let us nut

$$
\left.\zeta(t ; \mathbf{c}, \varepsilon)=\int_{0}^{t}\left[\frac{\partial \boldsymbol{\eta}}{\partial \mathbf{c}}(\tau ; \mathbf{c}, \varepsilon)\right)\right]^{-1} \mathbf{g}(\tau, \boldsymbol{\eta}(\tau ; \boldsymbol{\beta}(\tau ; \mathbf{c}, \varepsilon)), \varepsilon) \mathrm{d} \tau
$$

for $(t ; \mathbf{c}, \varepsilon) \in[0,1] \times \mathfrak{B}_{1}$. Then

$$
\boldsymbol{\beta}(t ; \mathbf{c}, \varepsilon)=\boldsymbol{c}+\varepsilon \zeta(t ; \boldsymbol{c}, \varepsilon) \quad \text { on }[0,1] \times \mathfrak{B}_{1} .
$$

and (cf. $(3,12))$

$$
\lim _{\varepsilon \rightarrow 0+} \zeta(t ; \boldsymbol{q}(\gamma, \varepsilon), \varepsilon)=\zeta\left(t ; \boldsymbol{q}_{0}(\gamma), 0\right)=\zeta_{\gamma}(t) \quad \text { for any } \quad t \in[0,1] \quad \text { and } \quad \gamma \in \Gamma
$$

By $(3,17)$ and I.7.4 we have for any $(\gamma, \varepsilon) \in \mathfrak{B}_{2}, \varepsilon>0$,

$$
\begin{equation*}
\frac{1}{\varepsilon} \mathbf{W}(\boldsymbol{q}(\gamma, \varepsilon), \varepsilon) \tag{3,21}
\end{equation*}
$$

$$
=\frac{1}{\varepsilon}[\mathbf{S}(\boldsymbol{\eta}(. ; \boldsymbol{q}(\gamma, \varepsilon)+\varepsilon \zeta))-\mathbf{S}(\boldsymbol{\eta}(. ; \mathbf{q}(\gamma, \varepsilon)))]
$$

$$
+\frac{1}{\varepsilon}\left[\mathbf{S}(\boldsymbol{\eta}(. ; \boldsymbol{q}(\gamma, \varepsilon)))-\mathbf{S}\left(\boldsymbol{\eta}\left(. ; \boldsymbol{q}_{0}(\gamma)\right)\right)\right]+\boldsymbol{R}(\boldsymbol{\eta}(. ; \boldsymbol{q}(\gamma, \varepsilon)+\varepsilon \zeta), \varepsilon)
$$

$$
=\int_{0}^{1}\left[\mathbf{S}^{\prime}(\boldsymbol{\eta}(. ; \boldsymbol{q}(\gamma, \varepsilon)+\varepsilon \vartheta \zeta))\right] \frac{\partial \boldsymbol{\eta}}{\partial \mathbf{c}}(. ; \boldsymbol{q}(\gamma, \varepsilon)+\varepsilon \vartheta \zeta) \mathrm{d} \vartheta \zeta
$$

$$
+\left(\int_{0}^{1}\left[\mathbf{S}^{\prime}\left(\boldsymbol{\eta}\left(. ; \boldsymbol{q}_{0}(\gamma)+\vartheta\left[\mathbf{q}(\gamma, \varepsilon)-\mathbf{q}_{0}(\gamma)\right]\right)\right)\right] \frac{\partial \boldsymbol{\eta}}{\partial \boldsymbol{c}}\left(. ; \boldsymbol{q}_{0}(\gamma)+\vartheta\left[\mathbf{q}(\gamma, \varepsilon)-\boldsymbol{q}_{0}(\gamma)\right]\right) \mathrm{d} \vartheta\right)
$$

$$
\frac{\boldsymbol{q}(\gamma, \varepsilon)-\mathbf{q}_{0}(\gamma)}{\varepsilon}+\boldsymbol{R}(\boldsymbol{\eta}(. ; \boldsymbol{q}(\gamma, \varepsilon)+\varepsilon \zeta), \varepsilon)
$$

$$
=\left[\mathbf{S}^{\prime}(\boldsymbol{\eta}(. ; \boldsymbol{q}(\gamma, \varepsilon)))\right] \frac{\partial \boldsymbol{\eta}}{\partial \mathbf{c}}(. ; \boldsymbol{q}(\gamma, \varepsilon)) \zeta+\boldsymbol{R}(\boldsymbol{\eta}(. ; \boldsymbol{q}(\gamma, \varepsilon)), \varepsilon)
$$

$$
+\left(\int _ { 0 } ^ { 1 } \left\{\left[\mathbf{S}^{\prime}(\boldsymbol{\eta}(. ; \boldsymbol{q}(\gamma, \varepsilon)+\varepsilon \vartheta \zeta))\right] \frac{\partial \boldsymbol{\eta}}{\partial \boldsymbol{c}}(. ; \boldsymbol{q}(\gamma, \varepsilon)+\varepsilon \vartheta \zeta)\right.\right.
$$

$$
\left.\left.-\left[\mathbf{S}^{\prime}(\boldsymbol{\eta}(. ; \boldsymbol{q}(\gamma, \varepsilon)))\right] \frac{\partial \boldsymbol{\eta}}{\partial \mathbf{c}}(. ; \boldsymbol{q}(\gamma, \varepsilon))\right\} \mathrm{d} \vartheta\right) \zeta+(\Delta(\gamma, \varepsilon))_{\mathcal{N}, \mathcal{N} \backslash \boldsymbol{\mathscr { P }}} \frac{\boldsymbol{p}(\gamma, \varepsilon)-\boldsymbol{p}_{0}(\gamma)}{\varepsilon}
$$

$$
+\boldsymbol{R}(\boldsymbol{\eta}(. ; \boldsymbol{q}(\gamma, \varepsilon)+\varepsilon \zeta, \varepsilon)-\boldsymbol{R}(\boldsymbol{\eta}(. ; \boldsymbol{q}(\gamma, \varepsilon)), \varepsilon),
$$

where
$\Delta(\gamma, \varepsilon)=\int_{0}^{1}\left[\mathbf{S}^{\prime}\left(\boldsymbol{\eta}\left(. ; \boldsymbol{q}_{0}(\gamma)+\vartheta\left[\boldsymbol{q}(\gamma, \varepsilon)-\mathbf{q}_{\mathbf{0}}(\gamma)\right]\right)\right] \frac{\partial \boldsymbol{\eta}}{\partial \mathbf{c}}\left(. ; \boldsymbol{q}_{0}(\gamma)+\vartheta\left[\mathbf{q}(\gamma, \varepsilon)-\boldsymbol{q}_{\mathbf{0}}(\gamma)\right]\right) \mathrm{d} \vartheta\right.$.
Since for any $\gamma \in \mathfrak{B}\left(\gamma_{0}, \varrho_{2} ; R_{k}\right)$

$$
\lim _{\varepsilon \rightarrow 0+} \Delta(\gamma, \varepsilon)=\left[\mathbf{S}^{\prime}\left(\boldsymbol{\eta}\left(. ; \boldsymbol{q}_{0}(\gamma)\right)\right)\right] \frac{\partial \boldsymbol{\eta}}{\partial \boldsymbol{c}}\left(. ; \boldsymbol{q}_{0}(\gamma)\right)=\Delta_{0}(\gamma)
$$

$(3,10)$ implies that also

$$
\begin{equation*}
\operatorname{det}(\Delta(\gamma, \varepsilon))_{\mathcal{N} \backslash \boldsymbol{g}, \mathcal{N} \backslash \mathcal{G}} \neq 0 \tag{3,22}
\end{equation*}
$$

for all $\varepsilon>0$ sufficiently small. Without any loss of generality we may assume that $(3,22)$ holds for all $(\gamma, \varepsilon) \in \mathfrak{B}_{2}$.

By $(3,20)-(3,22)$ we have for any $\gamma \in \mathfrak{B}\left(\gamma_{0}, \varrho_{2} ; R_{k}\right)$

$$
\begin{gather*}
\lim _{\varepsilon \rightarrow 0+} \frac{\boldsymbol{p}(\gamma, \varepsilon)-\mathbf{p}_{0}(\gamma)}{\varepsilon}  \tag{3,23}\\
=\left(\Delta_{0}(\gamma)\right)_{\mathcal{N} \backslash \boldsymbol{\mathcal { C }}, \mathcal{N} \backslash \mathcal{\ell}}\left[\left(\Delta_{0}(\gamma)\right)_{\mathcal{N} \backslash \boldsymbol{I}, \mathcal{S}} \zeta_{\gamma}+R_{\mathcal{N} \backslash \boldsymbol{q}}\left(\eta\left(. ; \boldsymbol{q}_{0}(\gamma)\right), 0\right)\right] .
\end{gather*}
$$

Differentiating $(3,21)$ with respect to $\gamma$ and making use of $(3,22)$ we may analogously prove that also

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0+} \frac{\frac{\partial \mathbf{p}}{\partial \gamma}(\gamma, \varepsilon)-\frac{\partial \mathbf{p}_{0}}{\partial \gamma}(\gamma)}{\varepsilon} \tag{3,24}
\end{equation*}
$$

exists.
According to $(3,20)$ for $\varepsilon>0$ the equation $(3,19)$ is near $\boldsymbol{c}=\boldsymbol{q}_{0}\left(\gamma_{0}\right)$ equivalent to

$$
\begin{equation*}
\boldsymbol{T}(\gamma, \varepsilon)=\frac{1}{\varepsilon}\left[\mathbf{W}_{\boldsymbol{\Omega}}(\boldsymbol{q}(\gamma, \varepsilon), \varepsilon)-\boldsymbol{\Theta}(\gamma) \mathbf{W}_{\mathcal{\sim} \backslash \boldsymbol{\mathscr { C }}}(\boldsymbol{q}(\gamma, \varepsilon), \varepsilon)\right]=\mathbf{0} . \tag{3,25}
\end{equation*}
$$

Moreover, if for any $\varepsilon>0$ sufficiently small $\gamma_{\varepsilon} \in \Gamma$ is the solution to $(3,25)$ which tend to $\gamma_{0}$ as $\varepsilon \rightarrow 0+$, then

$$
\mathbf{x}_{\varepsilon}(t)=\xi\left(t ; \boldsymbol{q}\left(\gamma_{\varepsilon}, \varepsilon\right), \varepsilon\right)
$$

are solutions of BVP $\left(\Pi_{\varepsilon}\right)$ such that

$$
\lim _{\varepsilon \rightarrow 0+}\left\|\boldsymbol{x}_{\varepsilon}-\boldsymbol{\eta}\left(. ; \boldsymbol{q}_{0}\left(\gamma_{0}\right)\right)\right\|_{C}=0 .
$$

Let $\mathbf{r}(\gamma, \varepsilon)$ denote the $n$-vector

$$
\mathbf{r}(\gamma, \varepsilon)=(\Delta(\gamma, \varepsilon))_{\mathcal{N}, \mathcal{N} \mid \boldsymbol{\xi}} \frac{\mathbf{p}(\gamma, \varepsilon)-\mathbf{p}_{0}(\gamma)}{\boldsymbol{\varepsilon}} .
$$

In virtue of $(3,11)$ and $(3,23)$ for any $\gamma \in \mathfrak{B}\left(\gamma_{0}, \varrho_{2} ; R_{k}\right)$

$$
\lim _{\varepsilon \rightarrow 0+}\left[\boldsymbol{r}_{\mathscr{g}}(\gamma, \varepsilon)-\boldsymbol{\Theta}(\gamma) \mathbf{r}_{\mathcal{N} \backslash \boldsymbol{\mathcal { C }}}(\gamma, \varepsilon)\right]=\mathbf{0} .
$$

Furthermore, $(3,11)$ implies

$$
\left(\frac{\partial \Delta_{0}}{\partial \gamma}(\gamma)\right)_{\mathscr{Y}, \mathcal{N}}-\Theta(\gamma)\left(\frac{\partial \Delta_{0}}{\partial \gamma}(\gamma)\right)_{\mathcal{N \backslash \{ , \mathcal { F }}}-\frac{\partial \Theta}{\partial \gamma}(\gamma)\left(\Delta_{0}(\gamma)\right)_{\mathcal{N} \backslash \boldsymbol{G}, \mathcal{N}} \equiv 0 \quad \text { on } I
$$

and hence

$$
\begin{aligned}
& \lim _{\varepsilon \rightarrow 0+} \frac{\partial}{\partial \gamma}\left[\mathbf{r}_{\mathscr{g}}(\gamma, \varepsilon)-\boldsymbol{\Theta}(\gamma) \mathbf{r}_{\mathcal{N} \backslash \mathscr{\mathscr { G }}}(\gamma, \varepsilon)\right]=\lim _{\varepsilon \rightarrow 0+}\left[\left(\frac{\partial \Delta}{\partial \gamma}(\gamma, \varepsilon)\right)_{\mathscr{g}, \mathcal{N} \backslash \mathcal{G}}\right. \\
& \left.-\boldsymbol{\Theta}(\gamma)\left(\frac{\partial \Delta}{\partial \gamma}(\gamma, \varepsilon)\right)_{\mathcal{N} \backslash \boldsymbol{\mathcal { G }}, \mathcal{N} \backslash \boldsymbol{q}}-\frac{\partial \boldsymbol{\Theta}}{\partial \gamma}(\gamma)(\Delta(\gamma, \varepsilon))_{\mathcal{N} \backslash \boldsymbol{\mathcal { C }}, \mathcal{N} \backslash \boldsymbol{\mathcal { F }}}\right] \frac{\boldsymbol{p}(\gamma, \varepsilon)-\mathbf{p}_{0}(\gamma)}{\varepsilon} \\
& +\left[(\Delta(\gamma, \varepsilon))_{\mathcal{S}, \mathcal{N} \backslash \mathcal{I}}-\Theta(\gamma)(\Delta(\gamma, \varepsilon))_{\mathcal{N} \backslash \boldsymbol{\mathcal { C }}, \boldsymbol{N} \backslash \mathcal{I}}\right] \frac{\frac{\partial \mathrm{p}}{\partial \gamma}(\gamma, \varepsilon)-\frac{\partial \mathbf{p}_{0}}{\partial \gamma}(\gamma)}{\varepsilon}=\mathbf{0}
\end{aligned}
$$

Thus if we put for $\gamma \in \mathfrak{B}\left(\gamma_{0}, \varrho_{2} ; R_{k}\right) \boldsymbol{T}(\gamma, 0)=\boldsymbol{T}_{0}(\gamma)$, then $\boldsymbol{T}: \mathfrak{B}_{2} \rightarrow R_{k}$ becomes a continuous operator which possesses the Jacobi matrix $(\partial \boldsymbol{T} / \partial \gamma)(\gamma, \varepsilon)$ for any
$(\gamma, \varepsilon) \in \mathfrak{B}_{2}$, while the mapping

$$
(\gamma, \varepsilon) \in \mathfrak{B}_{2} \rightarrow \frac{\partial \boldsymbol{T}}{\partial \gamma}(\gamma, \varepsilon) \in L\left(R_{k}\right)
$$

is continuous.
Applying the Implicit Function Theorem to $(3,25)$ we complete the proof of the theorem.

Now, let $\gamma_{0} \in \Gamma$ and let us assume that given $\varepsilon>0$ sufficiently small (e.g. $\left.\varepsilon \in\left(0, \chi_{0}\right]\right)$, there exists a solution $\mathbf{x}_{\varepsilon}(t)=\xi\left(t ; \boldsymbol{c}_{\varepsilon}, \varepsilon\right)$ of $\operatorname{BVP}\left(\Pi_{\varepsilon}\right)$ such that $\mathbf{x}_{\varepsilon}(t)$ tends uniformly on $[0,1]$ to the solution $\mathbf{x}_{0}(t)=\eta\left(t ; \boldsymbol{q}_{0}\left(\gamma_{0}\right)\right)$ of the limit problem $\left(\Pi_{0}\right)$ as $\varepsilon \rightarrow 0+$. Then, in particular, $\boldsymbol{c}_{\varepsilon}=\boldsymbol{x}_{\varepsilon}(0)$ tends to $\boldsymbol{q}_{0}\left(\gamma_{0}\right)$ and $\gamma_{\varepsilon}=\left(\boldsymbol{c}_{\varepsilon}\right)_{g}$ tends to $\gamma_{0}$ as $\varepsilon \rightarrow 0+$. Hence $\left|\gamma_{\varepsilon}-\gamma_{0}\right|<\varrho_{2}$ for any $\varepsilon>0$ sufficiently small and analogously as in the proof of Theorem 3.11 we may show that

$$
\lim _{\varepsilon \rightarrow 0+} \frac{1}{\varepsilon}\left[\mathbf{W}_{\mathscr{S}}\left(\boldsymbol{q}\left(\gamma_{\varepsilon}, \varepsilon\right)\right)-\boldsymbol{\Theta}\left(\gamma_{\varepsilon}\right) \mathbf{W}_{\mathcal{N} \backslash \boldsymbol{g}}\left(\boldsymbol{q}\left(\gamma_{\varepsilon}, \varepsilon\right)\right)\right]=\mathbf{T}_{0}\left(\gamma_{0}\right)
$$

Since by the assumption $\mathbf{W}\left(\boldsymbol{q}\left(\gamma_{\varepsilon}, \varepsilon\right)\right)=\mathbf{0}$ for all $\varepsilon \in\left(0, \chi_{0}\right]$, this completes the proof of the following theorem.
3.12. Theorem. Let in addition to 3.1 and 3.7 (i) and (ii) from 3.11 hold. Then there exists $\varepsilon_{0}>0$ such that given $\varepsilon \in\left(0, \varepsilon_{0}\right], B V P\left(\Pi_{\varepsilon}\right)$ possesses a solution $\mathbf{x}_{\varepsilon}(t)$ tending uniformly on $[0,1]$ to some solution $\mathbf{x}_{0}(t)=\boldsymbol{\eta}\left(t ; \boldsymbol{q}_{0}(\gamma)\right)$ of $B V P\left(\Pi_{0}\right)$ as $\varepsilon \rightarrow 0+$ only if the equation $(3,13)$ has a solution $\gamma_{0} \in \Gamma$.
The next theorem supplements the theorems 3.11 and 3.12.
3.13. Theorem. Let 3.1 and 3.7 hold and let $\Gamma \subset R_{n}$ be such an open subset that $\boldsymbol{x}_{\gamma}(t)=\eta(t ; \gamma)$ is a solution to $B V P\left(\Pi_{0}\right)$ for any $\gamma \in \Gamma$.
Let $\gamma_{0} \in \Gamma$. Then a necessary condition for the existence of an $\varepsilon_{0}>0$ such that for a given $\varepsilon \in\left(0, \varepsilon_{0}\right]$ there exists a solution $\mathbf{x}_{\varepsilon}(t)$ of $B V P\left(\Pi_{\varepsilon}\right)$ and $\mathbf{x}_{\varepsilon}(t)$ tends uniformly on $[0,1]$ to $\mathbf{x}_{\gamma_{0}}(t)$ is that $\gamma_{0}$ is a solution to

$$
\begin{equation*}
\boldsymbol{T}_{0}(\gamma)=\left[\boldsymbol{S}^{\prime}(\boldsymbol{\eta}(. ; \gamma))\right] \frac{\partial \boldsymbol{\eta}}{\partial \mathbf{c}}(. ; \gamma) \zeta_{\gamma}=\mathbf{0} \tag{3,26}
\end{equation*}
$$

where

$$
\zeta_{\gamma}(t)=\int_{0}^{t}\left[\frac{\partial \boldsymbol{\eta}}{\partial \mathbf{c}}(\tau ; \gamma)\right]^{-1} \mathbf{g}(\tau, \boldsymbol{\eta}(\tau ; \gamma), 0) \mathrm{d} \tau
$$

If, moreover, $\operatorname{det}\left(\left(\partial T_{0} / \partial \gamma\right)\left(\gamma_{0}\right)\right) \neq 0$, then such an $\varepsilon_{0}>0$ exists.
Proof follows readily by an appropriate modification of the proofs of 3.11 and 3.12.
3.14. Remark. Let us notice that the condition $(3,10)$ of 3.11 holds if and only if any variational problem $\left(\mathscr{V}_{0}\left(\boldsymbol{\eta}\left(. ; \boldsymbol{q}_{0}(\gamma)\right)\right)\right.$ ) possesses exactly $k$ linearly independent
solutions (cf. IV.2.7). In the next lemma we shall show that the determining equation $(3,13)$ may also be expressed by means of the variational problem.
3.15. Lemma. Let in addition to 3.1 and 3.7 (i) and (ii) from 3.11 hold. Given $\gamma \in \Gamma$, $\boldsymbol{T}_{0}(\gamma)=\mathbf{0}$ if and only if the nonhomogeneous variational BVP

$$
\begin{gather*}
\boldsymbol{u}^{\prime}-\left[\frac{\partial \boldsymbol{f}}{\partial \boldsymbol{x}}\left(t, \boldsymbol{\eta}\left(t ; \boldsymbol{q}_{0}(\gamma)\right)\right)\right] \boldsymbol{u}=\boldsymbol{g}\left(t, \boldsymbol{\eta}\left(t ; \boldsymbol{q}_{0}(\gamma)\right), 0\right)  \tag{3,27}\\
{\left[\mathbf{S}^{\prime}\left(\boldsymbol{\eta}\left(. ; \boldsymbol{q}_{0}(\gamma)\right)\right)\right] \mathbf{u}=-\boldsymbol{R}\left(\boldsymbol{\eta}\left(. ; \boldsymbol{q}_{0}(\gamma)\right), 0\right)} \tag{3,28}
\end{gather*}
$$

possesses a solution.
Proof. Let $\Xi$ be an $n \times n$-matrix such that for a given $r \in R_{n}$

$$
\Xi r=\binom{\mathbf{r}_{\mathcal{N} \mid \boldsymbol{I}}}{\mathbf{r}_{\mathscr{I}}}
$$

Then the assumption $(3,10)$ means that there exists a $k \times(n-k)$-matrix valued function $\Theta(\gamma)$ defined on $\Gamma$ and such that

$$
\begin{equation*}
\Lambda(\gamma)\left[\mathbf{S}^{\prime}\left(\boldsymbol{\eta}\left(. ; \boldsymbol{q}_{0}(\gamma)\right)\right)\right] \frac{\partial \boldsymbol{\eta}}{\partial \boldsymbol{c}}\left(. ; \boldsymbol{q}_{0}(\gamma)\right)=\mathbf{0} \quad \text { for any } \quad \gamma \in \Gamma, \tag{3,29}
\end{equation*}
$$

where

$$
\begin{equation*}
\Lambda(\gamma)=-\left[-\boldsymbol{\Theta}(\gamma), \boldsymbol{I}_{k}\right] \boldsymbol{\Xi} \tag{3,30}
\end{equation*}
$$

Analogously as in IV.2.2, we may show that to a given $\gamma \in \Gamma$ there exists an $n \times n$ matrix valued function $\boldsymbol{F}(t, \gamma)$ defined on $[0,1] \times \Gamma$ and such that

$$
\boldsymbol{T}_{0}(\gamma)=\Lambda(\gamma)\left(\int_{0}^{1} \boldsymbol{F}(t, \gamma) \mathbf{g}\left(t, \boldsymbol{\eta}\left(t ; \boldsymbol{q}_{0}(\gamma)\right), 0\right) \mathrm{d} t+\boldsymbol{R}\left(\boldsymbol{\eta}\left(. ; \boldsymbol{q}_{0}(\gamma)\right), 0\right)\right) \quad \text { for any } \quad \gamma \in \Gamma
$$

and the couple $\left(\delta^{*} \Lambda(\gamma) \boldsymbol{F}(t, \gamma), \boldsymbol{\delta}^{*} \Lambda(\gamma)\right)$ verifies for any $\boldsymbol{\delta} \in R_{n}$ and $\gamma \in \Gamma$ the adjoint BVP to BVP $(3,27),(3,28)$. Obviously rank $\Lambda(\gamma)=k$ for any $\gamma \in \Gamma$. Thus, given $\gamma \in \Gamma$, the rows of $\Lambda(\gamma) \boldsymbol{F}(t, \gamma), \Lambda(\gamma)$ form a basis in the space of all solutions of the adjoint BVP to BVP $(3,27)$, $(3,28)$ (cf. V.2.9). Hence by V.2.6 and V.2.12 our assertion follows.
3.16. Remark. Let us assume that $\operatorname{BVP}\left(\Pi_{\varepsilon}\right)$ has the property $(\mathscr{T})$ (translation): $\xi(t ; \mathbf{c}, \varepsilon)$ being a solution to $\operatorname{BVP}\left(\Pi_{\varepsilon}\right), \xi(t+\delta ; c, \varepsilon)$ is also a solution to $\operatorname{BVP}\left(\Pi_{\varepsilon}\right)$ for any $\delta \in R$ such that $\xi(t+\delta ; c, \varepsilon)$ is defined on $[0,1]$.

Then, if $\operatorname{BVP}\left(\Pi_{\varepsilon}\right)$ has a nonconstant solution $\xi(t ; \mathbf{c}, \varepsilon)$, it has at least a oneparametric family of solutions $\xi(t ; \xi(\delta ; c, \varepsilon), \varepsilon)$ for all $\delta \in R$ such that $|\delta|$ is sufficiently small. Consequently, Theorem 3.11 cannot be used for proving the existence of a solution $\mathbf{x}_{\varepsilon}(t)$ of BVP $(\Pi)$ which tends to some solution $\mathbf{x}_{0}(t)$ of the shortened
$\operatorname{BVP}\left(\Pi_{0}\right)$ as $\varepsilon \rightarrow 0+$. This is clear from the fact that this theorem ensures the existence of an isolated solution. In some cases one component of the initial vector $\mathbf{c}=\mathbf{c}(\varepsilon)$ of the sought solution $\boldsymbol{\xi}(t ; \mathbf{c}, \varepsilon)$ may be chosen arbitrary (in a certain range) and another parameter has to be taken as a new unknown instead. Theorems on the existence of solutions to such problems can be then formulated and proved analogously as Theorem 3.11 (cf. Vejvoda [2]-[4]).

The most important problems with the property $(\mathscr{T})$ are those of determining a periodic solution to the autonomous differential equation $\mathbf{x}^{\prime}=\boldsymbol{f}(\mathbf{x})+\varepsilon \boldsymbol{g}(\boldsymbol{x}, \varepsilon)$. Solving such problems, the period $T=T(\varepsilon)$ of the sought solution is usually chosen as a new unknown. In general, two principal cases have to be distinguished. Either the limit BVP $\left(\Pi_{0}\right)$ associated to the given BVP $\left(\Pi_{\varepsilon}\right)$ has a $k$-parametric family of $T$-periodic solutions $\boldsymbol{\eta}(t ; \mathbf{c}(\gamma)), \gamma \in \Gamma$, with $T$ independent of $\gamma$ or their periods depend on $\gamma$. The former case occurs e.g. if the equation $\boldsymbol{x}^{\prime}=\boldsymbol{f}(\boldsymbol{x})$ may be rewritten as the equation $\mathbf{z}^{\prime}=i \mathbf{z}+\mathbf{z}^{2}$ for a complex valued function $\mathbf{z}$. (All the solutions of this equation with the initial value sufficiently close to the origin are $2 \pi$-periodic, cf. Vejvoda [1], Lemma 5.1.) An example of the latter case is treated in the following section.

## 4. Froud-Žukovskij pendulum

Let us consider the second order autonomous differential equation of the FroudŽukovskij pendulum

$$
\begin{equation*}
x^{\prime \prime}+\sin x=\varepsilon g\left(x, x^{\prime}\right) \tag{4,1}
\end{equation*}
$$

where $g$ is a sufficiently smooth scalar function and $\varepsilon>0$ is a small parameter. Given $\varepsilon>0$, we are looking for a real number $T>0$ and for a solution $x(t)$ to $(4,1)$ on $R$ such that

$$
\begin{equation*}
x(T)=x(0) \quad \text { and } \quad x^{\prime}(T)=x^{\prime}(0) \tag{4,2}
\end{equation*}
$$

The limit equation (for $\varepsilon=0$ )

$$
\begin{equation*}
y^{\prime \prime}+\sin y=0 \tag{4,3}
\end{equation*}
$$

is known as being equation of the mathematical pendulum. All the solutions $y(t)$ to $(4,3)$ with sufficiently small initial values $y(0), y^{\prime}(0)$ are defined on the whole real axis $R$ and may be expressed in the form

$$
y(t)=\eta(t+h ; k),
$$

where

$$
\begin{equation*}
\eta(t ; k)=2 \arcsin (k \operatorname{sn}(t ; k)), \quad h \in R \quad \text { and } \quad k \in(0,1) . \tag{4,4}
\end{equation*}
$$

(cf. Kamke [1], 6.17). Moreover, for any $h \in R$ and $k \in(0,1)$ the function $y(t)$
$=\eta(t+h ; k)$ fulfils the periodic boundary conditions $(4,2)$ with $T=4 K(k)$, where

$$
K(k)=\int_{0}^{\pi / 2} \frac{\mathrm{~d} \vartheta}{1-k^{2} \sin ^{2} \vartheta} .
$$

In $(4,4) \operatorname{sn}(t ; k)$ denotes the value of the Jacobi elliptic sine function with the modulus $k$ at the point $t$. For the definition and basic properties of the Jacobi elliptic functions $\mathrm{sn}, \mathrm{cn}$, dn and of the elliptic integrals $K(k), E(k)$ see e.g. Whittaker-Watson [1], Chapter 22. If no misunderstanding may arise, we write sn, cn , dn instead of $\operatorname{sn}(t ; k), \mathrm{cn}(t ; k)$ and $\mathrm{dn}(t ; k)$, respectively.

Solutions of the perturbed equation $(4,1)$ will be sought in the form

$$
\begin{equation*}
x(t)=\xi(t ; h, k, \varepsilon)=\eta(t+\alpha ; \beta), \tag{4,5}
\end{equation*}
$$

where $\alpha=\alpha(t)=\alpha(t ; h, k, \varepsilon)$ and $\beta=\beta(t)=\beta(t ; h, k, \varepsilon)$ are properly chosen scalar functions such that $\alpha(0)=h$ and $\beta(0)=k$ (cf. 3.8). Differentiating $(4,5)$ with respect to $t$, we obtain

$$
x^{\prime}(t)=\frac{\partial \eta}{\partial t}(t+\alpha(t) ; \beta(t))\left(1+\alpha^{\prime}(t)\right)+\frac{\partial \eta}{\partial k}(t+\alpha(t) ; \beta(t)) \beta^{\prime}(t) .
$$

Hence, if

$$
\begin{gather*}
\frac{\partial \eta}{\partial t}(t+\alpha(t) ; \beta(t)) \alpha^{\prime}(t)+\frac{\partial \eta}{\partial k}(t+\alpha(t) ; \beta(t)) \beta^{\prime}(t)=0  \tag{4,6}\\
\frac{\partial^{2} \eta}{\partial t^{2}}(t+\alpha(t) ; \beta(t)) \alpha^{\prime}(t)+\frac{\partial^{2} \eta}{\partial k \partial t}(t+\alpha(t) ; \beta(t)) \alpha^{\prime}(t)=\varepsilon g(\eta(t+\alpha(t) ; \beta(t))),
\end{gather*}
$$

then

$$
x^{\prime}(t)=\frac{\partial \eta}{\partial t}(t+\alpha(t) ; \beta(t))
$$

and

$$
x^{\prime \prime}(t)-\sin (x(t))=\varepsilon g(\eta(t+\alpha(t) ; \beta(t))) .
$$

Since

$$
\frac{\partial \mathrm{sn}}{\partial k}=-k^{2} \cdot \mathrm{cn} \cdot \mathrm{dn} \cdot J \text { and } \frac{\partial \mathrm{cn}}{\partial k}=k^{2} \cdot \mathrm{sn} \cdot \mathrm{dn} \cdot J,
$$

where

$$
J=J(t, k)=\int_{0}^{t} \frac{\operatorname{sn}^{2}(\tau ; k)}{\operatorname{dn}^{2}(\tau ; k)} \mathrm{d} \tau,
$$

we have

$$
H(t, k)=\left(\begin{array}{cc}
2 k \cdot \mathrm{cn}, & 2 \frac{\mathrm{sn}}{\mathrm{dn}}-2 k^{2} \cdot \mathrm{cn} \cdot J \\
-2 k \cdot \mathrm{cn} \cdot \mathrm{dn}, & 2 \mathrm{cn}+2 k^{2} \cdot \mathrm{sn} \cdot \mathrm{dn} \cdot J
\end{array}\right)
$$

for

$$
H(t, k)=\left(\begin{array}{ll}
\frac{\partial \eta}{\partial t}(t ; k), & \frac{\partial \eta}{\partial k}(t ; k) \\
\frac{\partial^{2} \eta}{\partial t^{2}}(t ; k), & \frac{\partial^{2} \eta}{\partial k \partial t}(t ; k)
\end{array}\right)
$$

Consequently

$$
\operatorname{det} H(t+\alpha(t) ; \beta(t))=4 \beta(t) .
$$

Provided $\beta(t) \neq 0$, the system $(4,6)$ may be written as follows

$$
\begin{align*}
& \alpha^{\prime}=\varepsilon \cdot \frac{1}{2}\left[\frac{\operatorname{sn}(t+\alpha ; \beta)}{\operatorname{dn}(t+\alpha ; \beta)}-\operatorname{cn}(t+\alpha ; \beta)\right] g(\eta(t+\alpha ; \beta)),  \tag{4,7}\\
& \beta^{\prime}=\varepsilon \cdot \frac{1}{2} \operatorname{cn}(t+\alpha ; \beta) g(\eta(t+\alpha ; \beta))
\end{align*}
$$

Since for $\varepsilon=0$ the couple $(\alpha(t), \beta(t)) \equiv(h, k)$ is the unique solution of the system $(4,7)$ on $R$ such that $\alpha(0)=h, \beta(0)=k$, Lemma 1.18 implies that for any $T>0$ there exists $\varepsilon_{T}>0$ such that for any $\varepsilon \in\left(0, \varepsilon_{T}\right)$ and $h \in R, k \in(0,1)$ the system (4,7) possesses a unique solution $(\alpha(t), \beta(t))=(\alpha(t ; h, k, \varepsilon), \beta(t ; h, k, \varepsilon))$ on $[0, T]$, continuous on $[0, T] \times R \times(0,1) \times\left(0, \varepsilon_{T}\right)$ and such that $\alpha(0)=h, \beta(0)=k$, while $\beta(t) \in(0,1)$ for any $t \in[0, T]$. Let us put $\alpha(t ; h, k, 0)=h$ and $\beta(t ; h, k, 0)=k$.

Given a solution $x(t)$ to BVP $(4,1),(4,2)$ and $h \in R$, the function $z(t)=x(t+h)$ is also a solution to this problem. Hence without any loss of generality we may put

$$
\begin{equation*}
h=0 . \tag{4,8}
\end{equation*}
$$

Let $T>0$ and $k \in(0,1)$ be for a while fixed. Let $\alpha(t)=\alpha(t ; 0, k, \varepsilon), \beta(t)=\beta(t ; 0, k, \varepsilon)$ be the corresponding solution of $(4,7)$ on $[0, T]\left(\varepsilon \in\left(0, \varepsilon_{T}\right)\right)$. Then $(4,5)$ becomes $(4,9) \quad x(t)=2 \arcsin (\beta(t) \operatorname{sn}(t+\alpha(t) ; \beta(t))) \quad$ for $t \in[0, T] \quad$ and $\quad \varepsilon \in\left(0, \varepsilon_{T}\right)$ and $x(T)=x(0)$ if and only if $\beta(T) \operatorname{sn}(T+\alpha(T) ; \beta(T))=0$ or equivalently $(\beta(T) \neq 0)$

$$
\begin{equation*}
T+\alpha(T ; 0, k, \varepsilon)-4 K(\beta(T ; 0, k, \varepsilon))=0 \tag{4,10}
\end{equation*}
$$

According to $(4,6)$ and $(4,9)$

$$
x^{\prime}(t)=2 \beta(t) \operatorname{cn}(t+\alpha(t) ; \beta(t))
$$

and $x^{\prime}(T)=x^{\prime}(0)$ if and only if

$$
\beta(T) \operatorname{cn}(T+\alpha(T) ; \beta(T))=k \operatorname{cn}(0 ; k)=k
$$

or in virtue of $(4,10)$

$$
\begin{equation*}
\beta(T)=\beta(T) \mathrm{cn}(4 K(\beta(T)) ; \beta(T))=k \tag{4,11}
\end{equation*}
$$

By $(4,9)$

$$
\beta(t)=k+\varepsilon \cdot \frac{1}{2} \chi(t, k, \varepsilon) \quad \text { for } \quad t \in[0, T] \quad \text { and } \quad \varepsilon \in\left(0, \varepsilon_{T}\right) \text {, }
$$

where

$$
\chi(t, k, \varepsilon)=\int_{0}^{t} \mathrm{cn}(\tau+\alpha(\tau) ; \beta(\tau)) g(\eta(\tau+\alpha(\tau) ; \beta(\tau))) \mathrm{d} \tau
$$

This together with $(4,11)$ implies that $x^{\prime}(T)=x^{\prime}(0)$ if and only if

$$
\begin{equation*}
x(T, k, \varepsilon)=0 . \tag{4,12}
\end{equation*}
$$

If $\varepsilon \rightarrow 0+$, then the equation $(4,10)$ becomes $T-4 K(k)=0$ and the system $(4,10),(4,12)$ reduces to the equation

$$
\begin{equation*}
B(k)=0, \tag{4,13}
\end{equation*}
$$

where

$$
B(k)=\int_{0}^{4 K(k)} \operatorname{cn}(t ; k) g(\eta(t ; k)) \mathrm{d} t .
$$

This means that a necessary condition for the existence of a solution to the given $\operatorname{BVP}(4,1),(4,2)$ for any $\varepsilon>0$ sufficiently small is the existence of a solution $k \in(0,1)$ of the equation $(4,13)$.
Taking into account the properties of the Jacobi elliptic functions it can be shown that if e.g.

$$
g\left(x, x^{\prime}\right)=x^{\prime}-3\left(x^{\prime}\right)^{3},
$$

then the equation $(4,13)$ possesses a solution $k_{0} \in(0,1)$ such that $(\partial B / \partial k)\left(k_{0}\right) \neq 0$. By the Implicit Function Theorem there exists $\varepsilon_{0}>0$ such that for any $\varepsilon \in\left(0, \varepsilon_{0}\right]$ the system $(4,10),(4,12)$ possesses a unique solution $T=T_{\varepsilon}>0$ and $k=k_{\varepsilon} \in(0,1)$ such that $T_{\varepsilon} \rightarrow 4 K\left(k_{0}\right)$ and $k_{\varepsilon} \rightarrow k_{0}$ as $\varepsilon \rightarrow 0+$. Given $\varepsilon \in\left[0, \varepsilon_{0}\right], \alpha(t)=\alpha\left(t ; 0, k_{\varepsilon}, \varepsilon\right)$ and $\beta(t)=\beta\left(t ; 0, k_{\varepsilon}, \varepsilon\right)$ verify the system $(4,7)$ on $\left[0, T_{\varepsilon}\right]$ and hence $x_{\varepsilon}(t)$ $=\eta(t+\alpha(t) ; \beta(t))$ is a unique $T_{\varepsilon}$-periodic solution of the equation

$$
x^{\prime \prime}+\sin x=\varepsilon\left(x^{\prime}-3\left(x^{\prime}\right)^{3}\right)
$$

such that

$$
x_{\varepsilon}(t) \rightarrow x_{0}(t)=\eta\left(t ; k_{0}\right) \quad \text { as } \quad \varepsilon \rightarrow 0+.
$$

## Notes

Chapter VI is a generalization of the work by Vejvoda ([4]). The main tools are the Implicit Function Theorem (Newton's method) and the nonlinear variation of constants formula VI.3.8 due to Vejvoda ([4]). Theorems VI.2.3, VI.2.7 and VI.2.9 are contained also in Urabe [2], [3].

The method of a small parameter (perturbation theory) originated from the celestial mechanics (Poincaré [1]). Periodic solutions of nonlinear differential equations were dealt with e.g. by Malkin ([1], [2]), Coddington, Levinson ([1]), Hale [1], Loud ([1], [2]) and others. Further related references concerning the application of the Newton method to perturbed nonlinear BVP are e.g. Antosiewicz [1], [2], Bernfeld, Lakshmikantham [1], Candless [1], Locker [1], Kwapisz [1], Tvrdý, Vejvoda [1], Vejvoda [2], [3] and Urabe [1].
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[^0]:    ${ }^{*}$ ) If a statement is true except possibly on a set of measure zero then we say that the statement is true almost everywhere (a.e.).

[^1]:    *) A linear operator mapping a Banach space $X$ into a Banach space $Y$ is called an isomorphism if it is continuous and has a continuous inverse. An isomorphism $\Phi: X \rightarrow Y$ is isometrical if $\|\Phi \mathbf{x}\|_{Y}=\|\mathbf{x}\|_{X}$ for any $\mathbf{x} \in X$. Banach spaces $X, Y$ are isometrically isomorphic if there exists an isometrical isomorphism mapping $X$ onto $Y$.

[^2]:    *) In this case we have $\boldsymbol{K}(0,0)=\boldsymbol{K}(0,0-)$ if we use the agreement $\boldsymbol{K}(0, s)=\boldsymbol{K}(0,0)$ for $s<0$, i.e. in fact $\boldsymbol{I}-(\boldsymbol{K}(0,0)-\boldsymbol{K}(0,0-))=\boldsymbol{I}$ is also regular. Nevertheless this is not used in the proof of the theorem and the result does not depend on the behaviour of $\boldsymbol{K}(0,0)-\boldsymbol{K}(0,0-)$.

[^3]:    *) Since in general we may not assume that $\boldsymbol{X}_{0}(t)$ has a full rank on [0,1] (cf. 1.10), we may not apply the procedure from IV.3.12 to show that $\mathscr{L}^{+} \in B\left(L_{n}^{2} \times R_{m}, W_{n}^{2}\right)$ fulfils $\mathscr{L} \mathscr{L}^{+} \mathscr{L}=\mathscr{L}$ if and only if $\mathscr{L}^{+}$ is given by $(4,26)$, where $\boldsymbol{G}(t, s), \boldsymbol{H}(t)$ is a standard generalized Green's couple.

