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Abstract

Recall that the Rado graph is the unique countable graph that realizes all one-point extensions of its finite subgraphs. The Rado graph is well-known to be universal and homogeneous in the sense that every isomorphism between finite subgraphs of $R$ extends to an automorphism of $R$.

We construct a graph of the smallest uncountable cardinality $\omega_1$ which has the same extension property as $R$, yet its group of automorphisms is trivial. We also present a similar, although technically more complicated, construction of a complete metric space of density $\omega_1$, having the extension property like the Urysohn space, yet again its group of isometries is trivial. This improves a recent result of Bielas.
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1 Introduction

Recall that a structure $M$ is homogeneous if every isomorphism between finitely generated substructures of $M$ extends to an automorphism of $M$. A structure $M$ is $\omega$-saturated if for every finitely generated structures $A \subseteq B$ every embedding of $A$ into $M$ extends to an embedding of $B$ into $M$. Of course, in this definition only structures from a fixed class $C$ are considered. Finally, a structure $M$ is $C$-universal if every $X \in C$ embeds into $M$. A countably generated homogeneous $C$-universal structure that also belongs to $C$ is called the Fraïssé limit of $C$ (or, more precisely, of the class of finitely generated structures that are in $C$). The key fact needed for the existence of a Fraïssé limit is the amalgamation property saying that for every two embeddings $e_1: A \to B_1, e_2: A \to B_2$, where $A, B_1, B_2 \in C$ are finitely generated, there exist embeddings $f_1: B_1 \to C, f_2: B_2 \to C$ with $C \in C$, making the diagram

commuting. Note that in case of relational languages (that is, languages with relation symbols only) finitely/countably generated structures are finite/countable. One of the
typical and well explored classes is the class $G$ of countable graphs. Its Fraïssé limit is the Rado graph.

Another, formally not fitting into the above framework, is the class $M$ of complete separable metric spaces. Here, being finitely generated still means finite, yet a countably generated substructure is a separable closed subspace. All other concepts are the same as before. The “Fraïssé limit” of $M$ is the Urysohn space $\mathbb{U}$, constructed by Urysohn [8] in his last work, published in 1927. A rational version of $M$, denoted by $\mathbb{Q}M$, is the class of countable metric spaces with rational distances. This fits into the model theoretic setting and its Fraïssé limit is the rational Urysohn space $\mathbb{QU}$, which is the unique countable $\omega$-saturated rational metric space. Its metric completion is the Urysohn space $\mathbb{U}$.

Our aim is to present two examples of $\omega$-saturated structures with trivial automorphism groups (such structures are called rigid). Namely, we construct an $\omega$-saturated rigid graph of cardinality $\omega_1$ and a rigid $\omega$-saturated complete metric space of density $\omega_1$. The second examples is an improvement of a recent result of Bielas [1], who constructed an example with the same properties, however its density is large (strictly above the continuum).

In order to construct the announced examples, we prove the existence of an embedding $e: M \to M$, where $M$ is either the Rado graph or the Urysohn space $\mathbb{U}$, such that no non-trivial automorphism of $e[M]$ extends to $M$. In the case of graphs such a result has already been proved by Imrich, Klavžar, and Trofimov [4].

Our results show that uncountable or non-separable $\omega$-saturated structures can have properties very far from being homogeneous. This gives rise to a question whether there exist uncountable (or non-separable) $\omega$-saturated structures that are homogeneous with respect to its finitely generated substructures. It turns out that the answer is affirmative as long as the class admits a so-called Katětov functor. In that case it is not hard to see that for each uncountable cardinal $\kappa$ there exists a homogeneous $\omega$-saturated structure of size $\kappa$. We sketch the arguments in the next section. For precise definitions and results on Katětov functors we refer to [6].

2 Katětov functors and $\omega$-saturated structures

Let $C$ be a fixed class of countably generated structures, where in case of metric spaces “countably generated” means “closed separable”. We denote by $\text{Flim}(C)$ the Fraïssé limit of $C$, namely, the unique countably generated (complete separable, in case of metric spaces) structure $L$ that is homogeneous and $C$-universal. It is well-known that $\text{Flim}(C)$ exists if and only if $C$ has the joint embedding property (every two finitely generated structures are isomorphic to substructures of some $C \in C$), the amalgamation property, and contains countably many isomorphic types of finitely generated structures. In the case of metric spaces the last condition is not satisfied, although the Urysohn space still shares all the properties of model-theoretic Fraïssé limits. For general theory of Fraïssé limits we refer to [3], for category-theoretic generalizations see [5].

Recall that the age of a structure $X$, denoted by $\text{Age}(X)$, is the class of all finitely generated structures isomorphic to substructures of $X$. Clearly, $C = \text{Age}(\text{Flim}(C))$, as long as $\text{Flim}(C)$ exists.

**Definition 1.** We say that structure (not necessarily countable) $X$ is Fraïssé-like for $C$
if $\text{Age}(X) = C$ and it is $\omega$-saturated. In the particular classes of countable graphs and complete separable metric spaces, we shall say Rado-like and Urysohn-like instead of Fraïssé-like.

From now on we will be mostly interested in Fraïssé-like structures of cardinality $\omega_1$. It can be proved that every such structure is the colimit of a continuous transfinite chain of length $\omega_1$ of the following form:

$$\text{Flim}(C) \hookrightarrow \text{Flim}(C) \hookrightarrow \ldots \hookrightarrow \text{Flim}(C) \hookrightarrow \ldots$$

The embeddings in this sequence can be of course completely arbitrary; in typical cases there are continuum many possibilities for an embedding $\text{Flim}(C) \hookrightarrow \text{Flim}(C)$. Continuity of the chain simply means that the structures at limit steps are colimits of the smaller ones. Note that the colimit of a chain of first-order structures is simply its union, while the colimit of a chain of complete metric spaces (with isometric embeddings) is the completion of its union.

Assume that we have such structure $X$, we say that it is given by a sequence $(\text{Flim}(C), e_i)_{i<\omega_1}$, where $e_i$ are embeddings as above (more precisely, $e_i$ is the embedding of $i$th copy of $\text{Flim}(C)$ into $(i+1)$st copy of $\text{Flim}(C)$). We will use the obvious notation $e_i^j$, denoting the embedding of $i$th structure of the chain into the $j$th structure. It is straightforward to see that for every automorphism $\alpha$ of $X$ there is a closed and unbounded set of indices $S \subseteq \omega_1$ such that $\alpha$ is invariant on $\text{Flim}(C)_\alpha$ for every $\alpha \in S$, where $\text{Flim}(C)_\alpha$ denotes the $\alpha$th copy of $\text{Flim}(C)$ in the chain.

**Definition 2.** To every $e : \text{Flim}(C) \to \text{Flim}(C)$ we assign $G_e \leq \text{Aut}(\text{Flim}(C))$ such that $\alpha \in \text{Aut}(\text{Flim}(C))$ is in $G_e$ iff there is $\beta \in \text{Aut}(\text{Flim}(C))$ such that the following diagram commutes

$$
\begin{array}{ccc}
\text{Flim}(C) & \xrightarrow{\beta} & \text{Flim}(C) \\
\downarrow{e} & & \downarrow{e} \\
\text{Flim}(C) & \xrightarrow{\alpha} & \text{Flim}(C)
\end{array}
$$

We say that such $\beta \in \text{Aut}(\text{Flim}(C))$ is invariant over $e$ and $\alpha$ can be extended via $e$. We can define a subgroup $H_e \leq \text{Aut}(\text{Flim}(C))$ which consist of those elements which are invariant over $e$. There is a natural homomorphism $h : H_e \to G_e$ which is onto. To every Fraïssé-like structure $X$ given by a sequence $(\text{Flim}(C), e_i)_{i<\omega_1}$ we assign a tree $T_X$. Its elements are automorphisms of $\text{Flim}(C)$ for all $i < \omega_1$ and the ordering is given by the relation of being invariant and can be extended i.e. $\alpha \geq \beta$ iff $\alpha \in \text{Aut}(\text{Flim}(C))$, $\beta \in \text{Aut}(\text{Flim}(C))$ and $\beta$ is an extension of $\alpha$ given by some $e_i^j$. In fact, $X$ has a non-trivial automorphism iff $T_X$ has a cofinal branch, different from the branch of identities.

General approach by using so-called Katětov functors (see [6]) gives a sufficient condition for the existence of homogeneous Fraïssé-like structure $X$. For example, graphs and metric spaces admit a Katětov functor. More generally, $C$ has a Katětov functor whenever it has push-outs in the category of homomorphisms, see [6].

Roughly speaking, a Katětov functor assigns to each structure $X$ a bigger structure $K(X) \supseteq X$ realizing all one-point extensions of finitely generated substructures of $X$. Furthermore, $K$ is a functor, which means that it assigns to each embedding its extension, and this assignment preserves identities and compositions.
Proposition 1. If there is a Katětov functor then there is a non-trivial embedding \( e : \text{Flim}(C) \to \text{Flim}(C) \) such that \( G_e = \text{Aut}(\text{Flim}(C)) \).

Theorem 1. If there is a Katětov functor then there is \( X = (\text{Flim}(A), e_i)_{i < \omega_1} \) that is homogenous.

Proof. Take \( e_i := e \) from previous the proposition. \( \square \)

We prove in the next sections that for graphs and metric spaces the opposite extreme possibility can hold as well.

3 The Rado graph

Let \( A \) be the Fraïssé class of finite graphs with embeddings. Fraïssé limit of \( A \) is called the Rado graph and we denote it by \( \mathcal{R} \). Let just recall its well known characterisation.

For every \( X, Y \) disjoint subsets of \( \mathcal{R} \) there is an element \( x \in \mathcal{R} \) which is connected with an edge to all elements in \( X \) and not connected to all elements in \( Y \).

By general theory every countable graph having this property is isomorphic to \( \mathcal{R} \). For better reading we call each Fraïssé-like graph Rado-like. just for the sake of completeness recall the definition.

Definition 3. Let \( X \) be a graph on \( \omega_1 \) vertices. Then it is Rado-like iff it is the colimit of a chain of the form \( (\mathcal{R}, e_i)_{i < \omega_1} \).

As we have mentioned above, there is a Katětov functor for graphs, therefore we have:

Corollary 1. There exists a homogeneous Rado-like graph.

Now we turn our attention to the opposite of Proposition 1 from the previous section. The following result was proved by Imrich, Klavžar, and Trofimov. We present a slightly different proof, as similar techniques will be used later.

Theorem 2 ([4]). There is an embedding \( e : \mathcal{R} \to \mathcal{R} \) such that \( G_e = \{\text{id}\} \).

Proof. Denote \( \mathcal{R} = (V, E) \). Let \( A_1 \subseteq \mathbb{N} \) be infinite and fix the unique increasing enumeration on \( A_1 \) i.e. \( A_1 = \{a_1 < a_2 < \ldots\} \). Fix an enumeration of all distinct ordered pairs of vertices from \( \mathcal{R} \) and denote it by \( \{u_1, u_2, \ldots\} \). We add to \( \mathcal{R} \) countable many vertices \( V_1 := \{v_1, v_2, \ldots\} \) and some edges such that it will be again isomorphic to \( \mathcal{R} \).

We want to add edges between vertices from \( V_1 \) in such a way that \( d_{V_1}(v_i) = a_i \) (\( d_{V_1} \) denotes the degree with respect to \( V_1 \)) and there is a path \( [v_1, v_2, \ldots] \). This is always possible because the set \( A_1 \) is infinite. We proceed by induction. In the \( n \)-th step we already have that \( d(v_{n}) = k \) for some \( k < a_n \) so we add edges \( \{a_n, a_m\}_{n < m \leq n + a_n - k} \).

Fix an enumeration \( \{W_1, W_2, \ldots\} \) of all disjoint ordered pairs of finite subsets of \( V \cup V_1 \) such that the following holds

- for every \( j \in \mathbb{N} \) there is \( i = 0, 1 \) such that \( W_j^i \cap V_1 \neq \emptyset \),
• for every $n \in \mathbb{N}$ the following holds $(W_1^n \cup W_2^n) \cap \{v_n, v_{n+1}, \ldots\} = \emptyset$.

Such enumeration always exists. The construction will be as follows. In the $n$-th step we add $\{v_n, u_n\}$ as edge and we do not add $\{v_n, u_n^{\prime}\}$. We take care of the pair $W_n$ in such a way that $w_n$ is a witness from the original $R$ for a vertex which is connected to all $W_1^n \cap V$, not to any of $W_2^n \cap V$ and it has not been used yet in any previous step. Finally we add these edges $\{w_n, v\} : v \in V_1 \cap W_1^n$.

To complete the proof we have to show that we obtain a Rado graph and that it has the required properties. We can easily check that the Rado property is satisfied due to the construction. Assume now that we have an automorphism $\alpha \in G_\varepsilon$. For every $i \neq j$ we have $d_{V_i}(v_i) \neq d_{V_j}(v_j)$ which implies that the induced graph on $V_1$ is rigid. That means that every extension have to be identity on $V_1$. Assume now that $\alpha$ moves at least one vertex i.e. $\alpha(x) = y$ and $x \neq y$. But this pair has a number, say $k$, and this means that $\{x, v_k\}$ is an edge which forces $\{\alpha(x) = y, \alpha(v_k) = v_k\}$ to be an edge too, but $\{v_k, y\}$ is not an edge. This is a contradiction.

**Theorem 3.** There exists a Rado-like graph that is rigid.

**Proof.** We use induction to build a sequence of graphs $\{R_i\}_{i<\omega_1}$. We will denote vertices of $R_i$ by $V_i$ and edges by $E_i$. Fix an almost disjoint family $\{A_i\}_{i<\omega_1}$ and fix the increasing ordering on each $A_i$ i.e. $A_i = \{a_i,0 < a_i,1 < \ldots\}$. Let $R_0 := R$. Assume that we have constructed $\{R_i\}_{i<\alpha}$ with the following properties:

- $R_\beta = \bigcup_{i<\beta} R_i$ for $\beta$ limit,
- $R_i \subseteq R_{i+1}$ and $|V_{i+1} \setminus V_i| = \omega$ for all $i < \alpha$,
- $R_i \simeq R$ for all $i < \alpha$,
- if $v \in V_j$ and $w \in V_j$ where $0 < j < i < \alpha$ then $\{v, w\} \notin E_i$,
- for every pair $\{v, w\} \in [R_\alpha]^2$ and every $i < \alpha$ there is $u \in V_{i+1} \setminus V_i$ such that $\{u, v\} \in E_{i+1} \setminus E_i$.

If $\alpha$ is limit then put simply $R_\alpha = \bigcup_{i<\alpha} R_i$. If $\alpha$ is a successor then $V_\alpha := V_{\alpha-1} \cup \{v_{\alpha,0}, v_{\alpha,1}, \ldots\}$. We need to add edges in such a way that the conditions above are satisfied. First, it is clear that we are not allowed to add edges in $V_{\alpha-1}$. We add edges between $\{v_{\alpha,0}, v_{\alpha,1}, \ldots\}$ in such a way as in the proof of the previous theorem, so that $d(v_{\alpha,k}) = a_{\alpha,k}$ and the induced graph on $\{v_{\alpha,0}, v_{\alpha,1}, \ldots\}$ is connected. Finally we need to add edges between $\{v_{\alpha,0}, v_{\alpha,1}, \ldots\}$ and $R_\alpha$ to make $R_\alpha \simeq R$. This can be done similarly as in the previous proof once we use the fact that for a pair of subgraphs $G_1, G_2 \subseteq V_\alpha$ which we want to extend by one element connected to all vertices of $G_1$ and to none of $G_2$ we can always choose $u \in R_0$ which has this property for the pair $G_1 \cap R_{\alpha-1}, G_2 \cap R_{\alpha-1}$, due to the construction, namely the fourth condition in the above list.

To finish the proof it is enough to show that for all $j < i < \omega_1$ the group $G_{\varepsilon_{j,i}}$ is trivial. Suppose it is not. There is a nontrivial $\alpha \in \text{Aut}(R_j)$ and $\beta \in \text{Aut}(R_i)$ such that $e_{j,i} \circ \alpha = \beta \circ e_{j,i}$. We prove that for $v \in V_{i+1} \setminus V_j$ it holds that $\beta(v) = v$. Indeed, otherwise $\beta(V_{i+1} \setminus V_j) = V_{j+1} \setminus V_k$ for some $j < k < i$ since $\{v_{j+1,0}, v_{j+1,1}, \ldots\} = V_{j+1} \setminus V_j$ is connected and $\beta$ is an automorphism; but this means $A_{j+1} = \{d(v_{j+1,i})\}_{i<\omega}^{\prime} = d(v_{k+1,i}) \cap \omega = A_{k+1}$ which is a contradiction unless $j = k$ and $\beta \mid V_{j+1} \setminus V_j = id$. Together with the fourth condition from above we have that $\beta \mid R_0 = id$ and consequently with the same arguments we conclude that $\beta(v) = v$ for all $v \in V_{k+1} \setminus V_k$ where $k < i$. \qed
4 The Urysohn space

In this section by an embedding we always mean an isometric embedding. Given a metric space \( X \), its metric will be denoted by \( d \); the distance from a point \( x \) to a set \( S \) will be denoted by \( d(x, S) \). Recall that the Urysohn space \( U \) is a separable complete metric space satisfying the following property

\[(E) \quad \text{For every finite metric spaces } E \subseteq F \text{ and for every embedding } e : E \to U \text{ there exists an embedding } f : F \to U \text{ such that } f \upharpoonright E = e.\]

As in the graph case, this property characterizes \( U \) up to isometries and it implies homogeneity with respect to finite metric spaces.

**Definition 4.** We say that a metric space \( X \) of density \( \omega_1 \) is Urysohn-like space iff it is complete and can be represented as the colimit of a chain \((U, e_i)_{i<\omega_1}\).

The following fact is easy to prove, by a simple closing-off argument.

**Proposition 2.** A complete metric space \( X \) is Urysohn-like if and only if it has density \( \omega_1 \) and satisfies condition (E).

As in the graph case it is known that there is Katětov functor for metric spaces so we have.

**Corollary 2.** There exists a homogeneous Urysohn-like space.

Our goal is to construct an Urysohn-like space \( X \) that is rigid. We want to prove similar results as in the Rado-like case. We may use a similar strategy as in the graph case to prove that there is an embedding \( e : U \to U \) which does not extend any non-trivial automorphism (recall that an isomorphism is a bijective isometry). Roughly speaking, we shall add a special point \( x \) to \( U \) and then fill the space such that we obtain again an isometric copy of \( U \) in such a way that this special point \( x \) must be preserved by every automorphic extension. Since the Urysohn space has no isolated points, we must assure ourselves that after filling the space with some countable dense part to obtain again \( U \) there will be no point in its closure with similar properties as \( x \) has.

For a metric space \( X \) we denote its metric extension by adding a set \( \{x_i\}_{i \in I} \) as \( X \oplus_{i \in I} x_i \). This notation means that not only we add the points but we have already chosen a metric on the new space. We denote the metric on all spaces by \( d \) because it is always clear from the context which space we mean. The Fraïssé limit of all finite rational metric spaces is denoted by \( QU \). It is well-known that \( QU = U \).

**Definition 5.** Given a positive \( r \in \mathbb{R} \) define \( M_r \) to be the category of finite metric spaces with the following property. Objects are spaces of the form \( E \oplus x \) where \( E \) is a finite metric space, \( x \) is a special distinguished point and \( d(x, y) \geq r \) for all \( y \in E \). Isometric embeddings \( f : E \oplus x \to F \oplus x' \) are morphisms in \( M_r \) provided that \( f(x) = x' \). We denote by \( QM_r \) the subcategory of \( M_r \) consisting of all rational metric spaces.

We always denote the special point by \( x \). First observation is that \( QM_r \) is a Fraïssé class since it has amalgamations similar as in the category of metric spaces. The next definition is crucial, as it distinguishes continuum many different one point extensions of \( U \).
**Definition 6.** For $0 < r \in \mathbb{R}$ we say that the one point extension $U \oplus x$ of the Urysohn space is $r$-Urysohn (or $r$-Urysohn type or simply $r$-type) iff the following holds

- $d(x, U) = r$,
- for every pair $E \oplus x \subseteq F \oplus x \in \mathcal{M}_r$ and for every embedding $e : E \oplus x \to U \oplus x$ such that $e(x) = x$ there is an embedding $f : F \oplus x \to U \oplus x$ such that $f \upharpoonright E \oplus x = e$.

**Observation 1.** For every $0 < r \in \mathbb{R}$ there is an $r$-type and it is unique up to isomorphisms (i.e., isometries preserving the special point).

**Proof.** We prove that the $r$-type $U \oplus x$ is the completion of the Fraïssé limit of $\mathbb{Q} \mathcal{M}_r$. It is the same argument as in the proof of $\mathbb{Q} \mathcal{U} = U$, because the Fraïssé limit of $\mathbb{Q} \mathcal{M}_r$ has the form $\mathbb{Q} U \oplus x$.

Uniqueness can be proved by the back-and-forth argument when we fix a countable dense set in each space as in the case of proving uniqueness of $U$. \qed

**Observation 2.** Let $e : U \hookrightarrow U$ be an isometric embedding and let $x$ be a realization of some $r$-type over $e(U)$. Assume that we have a pair $\alpha, \beta$ where $\alpha : U \to U$ is an automorphism and $\beta$ extends $\alpha$ via $e$. Then $\beta(x)$ is again an $r$-type over $e(U)$.

We need to define another type of one point extensions of $U$ which will fill-out the space making it again Urysohn in such a way that no limit point of a sequence of this types is an $r$-type.

**Definition 7.** For an arbitrary metric space $X$ we say that the one point extension $X \oplus x$ has finite support over $X$ (or it is a finitely supported type, or $x$ realizes a finitely supported type) iff there is a finite set $Y \subseteq X$ such that

$$d(x, z) = \inf \{ d(x, y) + d(y, z) : y \in Y \}.$$ 

It can be easily shown that the formula above is a correct definition of a metric.

**Lemma 1.** Assume that we have a space $U \oplus_{i \in \mathbb{N}} x_i \oplus y$ where $y$ realizes a type with finite support over $U \oplus_{i \in \mathbb{N}} x_i$. Then $y$ does not realize any $r$-type for $0 < r \in \mathbb{R}$ over $U$.

**Proof.** We will construct a finite space $E \oplus w$ which is not realized in $U \oplus y$ when sending $w$ to $y$. Moreover $d(w, E)$ can be arbitrarily big, which means that it is not an $r$-type for any $r \in \mathbb{R}$. Assume that there are $n$ points $\{a_i\}_{i \leq n}$ realizing the finite support of $y$. Fix a number $L$ bigger than any $d(y, a_i)$.

Let the universe of the space $E$ be formed by $n+2$ distinct points $\{w_i\}_{i \leq n+1} \cup \{w\}$. Let the metric be as follows

- for $i \neq j$ set $d(w_i, w_j) = 2L$,
- $d(w, w_i) = L$.

It is easy to see that this is actually a metric space. We claim that it cannot be realized in the sense described before. Suppose it is. So there is a mapping $f : E \oplus w \to U \oplus y$ such that $f(w) = y$. Denote $f(w_i)$ as $y_i$. By the pigeon hole principle there are $i \neq j$ and $k \leq n$ such that $d(y, y_i) = d(y, a_k) + d(a_k, w_i)$ and $d(y, y_j) = d(y, a_k) + d(a_k, y_j)$. But $\mathbb{U} \oplus_{i \in \mathbb{N}} x_i \oplus y$ is a metric space so we must have $2L = d(y_j, y_i) \leq d(y_j, a_k) + d(a_k, y_i) = 2L - 2n_k$, which is a contradiction. \qed
A natural question is how far can the closest $r$-type realized by $z$ be from our fixed point $y$ of finite support. Imagine that there is a mapping $f : E \oplus w \to \mathbb{U} \oplus z$ such that $e(w) = z$. By the triangle inequality and an argument leading to a contradiction in the previous proof, we have for the contradicting pair $w_j, w_i$ and $k \leq n$ that

$$d(z, y) + L = d(z, y) + d(z, f(w_i)) \geq d(y, f(w_i)) = d(y, a_k) + d(a_k, f(w_i)).$$

Again by the triangle inequality

$$d(a_k, f(w_j)) + d(a_k, f(w_i)) \geq d(f(w_j), f(w_i)) = 2L$$

therefore $\max \{d(a_k, f(w_i)), d(a_k, f(w_j))\} \geq L$. All these together gives rise to

$$d(z, y) + L \geq d(y, a_k) + \max \{d(a_k, y_i), d(a_k, y_j)\} \geq d(y, a_k) + L.$$

**Lemma 2.** Assume that we have a space $\mathbb{U} \oplus_{i \in \mathbb{N}} x_i \oplus y$ where $y$ realizes a type with finite support over $\mathbb{U} \oplus_{i \in \mathbb{N}} x_i$. Then it is not an $r$-type over $\mathbb{U}$ for any $r \in \mathbb{R}$. Moreover, every realization $z$ of some $r$-type must satisfy $d(z, y) \geq d(y, \mathbb{U} \oplus_{i \in \mathbb{N}} x_i)$.

**Proof.** The additional part follows from the above discussion and

$$d(z, y) \geq d(y, a_k) \geq \min_{i \leq n} \{d(y, a_i)\} = d(y, \mathbb{U} \oplus_{i \in \mathbb{N}} x_i).$$

Assume that we have a separable metric space $X$. We want to enlarge it to $X \oplus_{i < \omega} x_i$ such that $X \oplus_{i < \omega} x_i \cong \mathbb{U}$. There is a construction using so-called Katětov maps. There is a natural metric on the space $tp(X)$ of all one point extensions of the metric space $X$, but this space may no longer be separable. The Katětov construction adds to $X$ the subspace of $tp(X)$ which is generated by all extensions with finite support. We denote it by $X^1$ and put $X^{n+1} := (X^n)^1$. It is not surprising that $\bigcup_{n < \omega} X^n \cong \mathbb{U}$. Because the subspace of $tp(X)$ generated by types of finite support is separable, it suffices to choose only countable many such types and add all of them. After iterating this process we may re-enumerate these types in such a way that $X \oplus_{i < \omega} x_i \cong \mathbb{U}$ and $x_n$ has finite support over $X \oplus_{i < n} x_i$. So in fact for every separable metric space there is a sequence of finitely supported types, but with the support on the previously defined ones, turning it to $\mathbb{U}$. This can be described more directly. Fix a countable dense set $Y \subseteq X$ and build a space $Y \oplus_{i < \omega} y_i$ such that $y_n$ has rational finite support over $Y \oplus_{i < n} y_i$. We have to make sure that we eventually use all such types. That is possible since there are only countably many possibilities. In the next definition we just state what we mean by iterated finite support which will be needed as the previous comment suggests.

**Definition 8.** Let $X$ be a metric space and consider its extension $X \oplus_{i \leq n} y_i$ such that $y_k$ has finite support over $X \oplus_{i < k} y_i$ for all $k \leq n$. We assign to $y_n$ a finite subset $s_{y_n}(X) \subseteq X$ such that for all $y \in s_{y_n}(X)$ there is a finite subsequence $\{y_{i_k}\}_{k \leq m}$ with $y_n = y_{i_0}, y = y_{i_m}$ and $y_{i_{k+1}}$ is in the support of $y_{i_k}$ for all $k < m$. We denote all such subsequences associated to a point $y$ by $seq_{y_n \rightarrow y}(X)$. We define a function $d_{y_n} : Y \to \mathbb{R}$ by

$$d_{y_n}(y) := \min \left\{ \sum_{k=0}^{m-1} d(y_{i_k}, d_{i_{k+1}}) : \{y_{i_k}\}_{k \leq m} \in seq_{y_n \rightarrow y}(X) \right\}.$$
The set $s_{yn}(X)$ is finite and for $z \in X$ we can compute any distance $d(y_n, z)$ by
\[ d(y_n, z) = \min \{d_{yn}(y) + d(y, z) : y \in s_{yn}(X) \} \]
because it is just an iteration of finite support. Notice that $d(y_n, y) \leq d_{yn}(y)$ for all $y \in supp_{yn}(X)$ but the equality does not hold in general. In fact there is a subset of $s_{yn}(X)$ for which it does hold and $d(y_n, z)$ can be calculated using this subset only. Let us denote this subset by $supp_{yn}(X)$. Then the type which $y_n$ realizes over $X$ is finitely supported on the $supp_{yn}(X)$ with distances described above.

**Lemma 3.** Let $X = (\mathbb{U} \oplus_{j<\omega} x_j)$ be a metric space. Assume that we have an extension $X \oplus_{i\leq n} y_i$ such that $y_k$ has finite support over $X \oplus_{i<k} y_i$ for all $k \leq n$ and assume that we add a point $z$ realizing an $r$-type over $\mathbb{U}$. Then we have that
\[ d(y_n, z) \geq d(y_n, \mathbb{U} \oplus_{j<\omega} x_j). \]

**Proof.** This follows immediately from the previous lemma because, due to the discussion above, $y_n$ is in fact finitely supported over $X$. \qed

Before we prove the next lemma, recall that the Urysohn $r$-type is $\mathbb{U} \oplus x = \mathbb{QU} \oplus x$, where $\mathbb{QU} \oplus x$ is the Fraïssé limit of $\mathbb{QM}_r$.

**Lemma 4.** For a sequence $\{r_i\}_{i<\omega}$ with $r_i > 1$ there is an extension of the Urysohn space $\mathbb{U} \oplus_{i<\omega} x_i$ with following properties

- $x_i$ realizes each $r_i$-type,
- $d(x_i, x_j) > 1$ for $i \neq j$,
- for every pair of points $\{x, y\} \in [\mathbb{QU}]^2$ there is $i < \omega$ such that $d(x, x_i) + d(x, y) = d(x, y_i)$.

**Proof.** Fix an enumeration of all pairs $\{x, y\} \in [\mathbb{QU}]^2$. We denote it by $\{p_k\}_{k<\omega}$ and use $p_k = \{p^0_k, p^1_k\}$.

Next we proceed by induction. Assume that we have already constructed $\mathbb{U} \oplus_{i<n} x_i$ with given properties and we want to extend it to a point $x_n$. We describe the first element of a sequence in the category $\mathbb{QM}_r$. We denote it by $E \oplus x$. We choose $E = \{p^0_n, p^1_n\} \subseteq \mathbb{QU}$ in such a way that we can find a metric on $E \oplus x$ such that $d(x, p^0_n) + d(p^0_n, p^1_n) = d(x, p^1_n)$. Then we take the closure of the Fraïssé limit $\mathbb{U} \oplus x_n$ and embed it in the space $\mathbb{U} \oplus_{i<n} x_i$ in a proper way i.e. mapping $E$ from the limit to $E \subseteq \mathbb{QU}$. Then take the amalgamation given by the push-out (i.e., the maximal amalgamation). We are done, because $d(x_n, x_i) \geq r_n + r_i$. \qed

**Theorem 4.** There is an embedding $e : \mathbb{U} \rightarrow \mathbb{U}$ such that $G_e = \{id\}$.

**Proof.** For a fixed sequence $\{r_i\}_{i<\omega}$ with $r_i > 1$ take $\mathbb{U} \oplus_{i<\omega} x_i$ as in the previous lemma. We use the argument described in a discussion above to create a dense set of the Urysohn space of the form $\mathbb{QU} \oplus_{i<\omega} x_i \oplus_{j<\omega} y_j$, where $y_j$ is a finite type over $\mathbb{QU} \oplus_{i<\omega} x_i \oplus_{k<i,j} y_k$. We claim that after taking $\mathbb{QU} \oplus_{i<\omega} x_i \oplus_{j<\omega} y_j \simeq \mathbb{U}$ the only $r$-types over the original $\mathbb{U}$ are realized by $\{x_i\}_{i<\omega}$. Assume that there is $z$ which realizes an $r$-type and $d(z, \mathbb{U} \oplus_{i\in\mathbb{N}} x_i) > \epsilon$. So there is a point $y_k$ which realizes
a finitely supported type over $\cup \oplus_{i\in \mathbb{N}} x_i \oplus_{j<k} y_j$ such that $d(y_k, z) < \epsilon/4$ and this is impossible due to the previous lemma, because 
\[
\frac{\epsilon}{4} > d(y_k, z) \geq d(y_k, \cup \oplus_{i\in \mathbb{N}} x_i) \geq d(z, \cup \oplus_{i\in \mathbb{N}} x_i) - d(y_k, z) = \epsilon - \frac{\epsilon}{4}.
\]

Suppose that we have an automorphism $\alpha \in \text{Aut}(\cup)$ and we can extend it by some $\beta \in \text{Aut}(\cup)$ via $\epsilon$. Because for every $r_i$ there is exactly one $r_i$-type in the extended $\cup$, we have that $\beta(x_i) = x_i$. Assume that for some $z \in \cup$ we have $\alpha(z) = y \neq z$. Due to the construction of $\{x_i\}_{i<\omega}$, there are always $k < \omega$ and points $z',y' \in \cup$ close enough to $y, z$ such that $d(x_k, z') = d(z', y') + d(x_k, y')$ contradicting $d(x_k, z) = d(\beta(x_k), \beta(z)) = d(x_k, y)$ which should hold because $\beta$ is an isometry. \hfill $\Box$

We need a generalization of the previous lemma to prove the main theorem. In fact, we need to generalize it for the situation when we iterate by adding arbitrary and finitely supported types together. To be more concrete, let us describe such a situation. Assume that we have a finite extension of a space $X_0$ by some points with finite support over $X_0$, i.e., we set $Y_0 := X_0 \oplus_{i<n_1} y_{0,i}$. Then we add finitely many points with arbitrary support over $Y_0$, i.e., $X_1 := Y_0 \oplus_{i<k_1} x_{0,i}$. We repeat this procedure $m$ times obtaining
\[
X := X_0 \oplus_{j<m,i<k_j} x_{j,i} \oplus_{p<m,q<n_p} y_{p,q}.
\]
For every one point extension $X \oplus y$ with finite support we may define $s_y^*(X)$ which is a subset of $X_0 \oplus_{j<m,i<k_j} x_{j,i}$ defined by the following: $z \in s_y^*(X)$ iff there exists a sequence of pairs of numbers $\{p_i, q_i\}_{i<m'}$ strictly decreasing in the first coordinate and such that $y_{p_{i+1}, q_{i+1}}$ is in the support of $y_{p_i, q_i}$ (where by support we mean its finite support over $X_{p_i}$), $y_{p_0, q_0}$ is in the support of $y$, and $z$ is in the support of $y_{p_{m'-1}, q_{m'-1}}$.

Similarly as in the previous case, we may define a function $d_y^* : s_y^*(X) \to \mathbb{R}$, where $d_y^*(z)$ is the minimal sum of distances over all sequences going from $y$ to $z$ as described above. This is a generalization of the previous definition, because we can calculate distances only for $x \in X_0$ by
\[
d(y, x) = \min\{d_y(z) + d(z, x) : z \in s_y^*(X)\}
\]
which can be verified similarly as before.

**Lemma 5.** Consider a space $X := (\cup \oplus_{j<m,i<k_j} x_{j,i} \oplus_{p<m,q<n_p} y_{p,q}) \oplus y$ described in the previous paragraph. Then for every point $z$ realizing an $r$-type over $\cup$ we have that $d(y, z) \geq d(y, \cup \oplus_{j<m,i<k_j} x_{j,i})$. In particular, $y$ does not realize any $r$-type over $\cup$.

**Proof.** We only need to observe that the type of $y$ over $\cup$ is in fact finitely supported, however its support $s_y^*(X)$ may not be contained in $\cup$. But the proof of the previous cases requires only points from $\cup$ to obtain the inequality so we may use it as well to obtain 
\[
d(y, z) \geq \min\{d_y^*(z), z \in s_y^*(X)\} \geq d(y, \cup \oplus_{j<m,i<k_j} x_{j,i}). \hfill \Box
\]

**Theorem 5.** There is a rigid Urysohn-like space.
Proof. We proceed by induction of length $\omega_1$. Fix a matrix $\{r_{\alpha,j}\}_{\alpha<\omega_1,j<\omega}$ of pairwise different real numbers, where $r_{\alpha,j} > 1$ such that $r_{\alpha,j} \to \infty$ as $j \to \infty$. Next we define a transfinite sequence of spaces and their countable dense parts as follows. Put $X_0 := \emptyset$ and $X'_0 := \mathbb{Q} \cup \mathbb{U}$. For $\alpha$ limit let $X'_\alpha := \bigcup_{\beta<\alpha} X'_\beta$ and $X'_\alpha := \bigcup_{\beta<\alpha} X'_\beta$. Assume that we have already constructed $\{X'_{\alpha}\}_{\beta<\alpha}$ and that $\bigcup X'_\beta \simeq X'_{\alpha}$ for all $\beta \leq \alpha$. Given $\alpha + 1$, first enumerate all tuples of $X'_\alpha$ by $\{p_j\}_{j<\omega}$ in such a way that $d(p^0_j, p^1_j) \leq r_{\alpha,j}$. This is possible since $r_{\alpha,j} \to \infty$ as $j \to \infty$. Put $X_{\alpha,j} := X'_\alpha \cup_{j<\omega} x_{\alpha,j}$, where $x_{\alpha,j}$ realizes an $r_{\alpha,j}$-type over $X_{\alpha}$ and a separate tuple $p_j$ as in the proof of the previous theorem.

Moreover this can be done in such a way that for each $x_{\alpha,j}$ there is $y \in X_0$ with $d(y, x) = r_{\alpha,j}$. We use homogeneity of $\mathbb{U}$ here. We may always find a triangle $\{w, p^0_j, p^1_j\} \subseteq X'_{\alpha}$ such that $w \in X_0$ and $d(w, p^0_j) \geq d(w, p^1_j) > r_{\alpha,j}$. Let us define the four-point metric space $\{z, q^0_j, q^1_j, x_{\alpha,j}\}$ by the following conditions.

- $d(z, q^0_j) = d(w, p^0_j)$,
- $d(q^0_j, q^1_j) = d(p^0_j, p^1_j)$,
- $d(x_{\alpha,j}, z) = r_{\alpha,j}$.

One can easily verify that this is indeed a metric space. Now once we have $\mathbb{U} \oplus x_{\alpha,j}$ and $x_{\alpha,j}$ realizes an $r_{\alpha,j}$-type then it must contain our just-defined four-point space. By the homogeneity of $\mathbb{U}$ we may assume that $z = w$ and $q^0_j = p^1_j$. Finally fill-out the space $X'_{\alpha} \oplus_{j<\omega} x_{\alpha,j}$ by finitely supported types $\{y_i\}_{i<\omega}$ as in previous cases in order to obtain $X_{\alpha+1} := X'_{\alpha} \oplus_{j<\omega} x_{\alpha,j} \oplus_{i<\omega} y_i \simeq \mathbb{U}$.

Fix $\beta < \omega_1$. We claim that all $r$-types over $X_{\beta}$ are in the set

$$Y := X_{\beta} \oplus_{\beta \leq \alpha < \omega_1, j<\omega} x_{\alpha,j}.$$

Suppose that there is $z \in X$ which realizes an $r$-type over $X_{\beta}$ and $d(z, Y) > \epsilon$. There must be $\alpha < \omega_1$ such that $z \in X_{\alpha}$. We find $t \in X'_{\alpha}$ with $d(t, z) < \frac{\epsilon}{4}$ which has a finite support over some $X'_{\gamma} \oplus_{j<\omega} x_{\gamma,j} \oplus_{l<\eta} y_l$ where $\gamma < \alpha$. If we consider $s^*_t(X'_{\beta} \oplus_{\beta \leq \gamma, j<\omega} x_{\gamma,j})$ then we suddenly are in the same situation as in one of the previous lemmas, because $|s^*_t(X'_{\beta} \oplus_{\beta \leq \gamma, j<\omega} x_{\gamma,j})| < \omega$. Thus we obtain again a contradiction:

$$\frac{\epsilon}{4} > d(t, z) \geq d(t, X_{\beta} \oplus_{\beta \leq \gamma, j<\omega} x_{\gamma,j}) \geq d(z, X_{\beta} \oplus_{\beta \leq \gamma, j<\omega} x_{\gamma,j}) - d(t, z) \geq \epsilon - \frac{\epsilon}{4}.$$

The matrix $\{r_{\alpha<\omega_1, j<\omega}\}$ contains pairwise different real numbers and every automorphism $f : X \to X$ must be invariant on club many $X_{\beta}$. More precisely, there is a closed unbounded set $S \subseteq \omega_1$ such that for $\beta \in S$ the restriction of $f$ to $X_{\beta}$ is an automorphism of $X_{\beta}$. Fix $\beta \in S$. We have $f(x_{\beta,j}) = x_{\beta,j}$ for all $j < \omega$, because $x_{\beta,j}$ realizes $r_{\beta,j}$-type and it cannot be moved since it is the only one in $X$. The reason is that we have for each $x_{\alpha,j}$ some point $y \in X_0$ such that $d(x_{\alpha,j}, y) = r_{\alpha,j}$ due to the construction, so if among the set $\{x_{\alpha,j}\}_{\beta<\omega_1, j<\omega}$ there is some $r$-type over $X_{\beta}$ then it must respect its value $r_{\alpha,j}$, because we have $d(x_{\alpha,j}, X_{\beta}) = r_{\alpha,j}$. Due to similar construction of $X_{\beta+1}$ as in the previous theorem $f$ has to be identity on $X_{\beta}$, therefore it has to be identity on $X$. \qed
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